
 

 

GCARSET PROCEEDING 09-10 

MARCH 2013 

 

 

 

 

 

 

 

 
BEST WESTERN PREMIER HOTEL  

KUALA LUMPUR, MALAYSIA 

 

 

 

 

 

 

 

 

 

 

International Journal of Scientific & 

Engineering Research (ISSN 2229-5518) 
 

Conf. Chair: Prof. Raouf F. 

Conf Organizer: Dr. Hosam A.S. 

 
 

 



 

 

Welcome Message from Prof. Raouf GCARSET Chair 

 

The GCARSET conference serves as an interdisciplinary venue for inspiring new ideas, 

presenting cutting-edge studies and encouraging collaborations between scholars in the 

area of emerging technologies. It brings together researchers from various disciplines and 

areas like: computer studies, educational studies, electronic engineering, and more. 

 

We are proud that we have been given the opportunity to host GCARSET 2013 in 

Malaysia. Malaysia is a home to many business and management companies, and is a hub 

for communities and academic institutions that study business and economics. As such, it 

can serve as a great location for a conference like this. 

 

On a personal note, organizing a conference is not exactly what we are trained for.  It 

requires the help of many volunteers that contributed many hours to make it successful. A 

special thanks to Dr. Hosam A.S., who helped with the organizing of the conference.   

 

So, it is time to enjoy our conference. My hope is that the conference will serve as a locus 

for interdisciplinary, a space for discourse and collaboration.   

 

I look forward to seeing you in our next events. 

 

 

 
Thank you 

Prof. Raouf 

President of Beyond University 
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Abstract— )( PP -nucleus interactions at 200 GeV/c have been studied. Two cases are considered; the charged pions multiplicity 

distribution and the negative ones. The neural net work (NN) technique has been adopted to study the same two cases, the trained NN 

shows a better fitting with experimental data than the PTFM calculations do. The NN simulation results are satisfactory and prove a vital 

and strong presence in modeling )( PP –nucleus interactions at 200 GeV/c. From paper to paper; we prove that the NN technique is 

better than the old conventional ones. 

Index Terms— Artificial intelligence (AI), machine learning (ML), NN technique, multiplicity distribution, (h-A) interactions.   

 

——————————      —————————— 

1 INTRODUCTION                                                                     

Xperimental data on hadron-nucleus (h-A) interactions at 
high energies are required for understanding high energy 
interactions. They provide a useful link between hadron-

hadron (h-h) interactions and the complex phenomena of nu-
cleus-nucleus (A-A) interactions. These types of interactions 
investigate space time picture and highlight on phenomenon 
which doesn't exist in (h-h) such as cascade, multi-collisions, 
gray particles, etc. There are various models for (h-A) interac-
tion like collective tube model [1], diffractive excitation mod-
el[2], energy flux cascade model [3], quark model [4],  
interanuclear cascade model [5]  multiple scattering model [6], 
hydrodynamical  model [7], and many others .  

  From view point of parton two fireball model (PTFM), nu-
cleons are treated as composite objects of loosely bound states 
of the spatially separated constituents (quarks) which in turn 
are composed of point-like particles (partons) [8]. This may al-
low one to consider the nucleons as consisting of a fixed num-
ber of partons.  This nucleon structure has been used in differ-
ent models [8-10] along with other assumptions to describe h-A 
interactions.  PTFM, which is proposed by Hagedorn [11] and 
developed by Tantawy [12], has been used to explain the high 
energy interactions of hadrons and nuclei [12-18].  All these 
studies showed qualitative predictions of the measured parame-
ters [19-23].   

Analogous to the theoretical approach based on different 
views, development in the artificial intelligence (AI) field has 
given the neural networks a strong presence in high-energy 
physics [24-27]. Neural networks are composed of simple in-
terconnected computational elements operating in parallel. 
These artificial neural networks (ANNs) are trained, so that a 

particular input leads to a specific target output. The objective 
of this paper is to extract the multiplicity distribution of 
charged pions for Ah  collisions at 200 GeV/c using NNM 
compared to PTFM. Section 2 presents parton two fireball 
model PTFM at high energies for the multiparticle production 
in hadron-nucleus Ah  collisions. The NN model is de-
scribed in Sections 3, 4. The results and discussion of both 
models are compared in Section 5. 

  

2     PARTON TWO FIREBALL MODEL (PTFM)   

Multiplicity of the created charged particles and other parame-
ters in h-A interactions can be determined only by the overlap-
ping volume participating in the interaction at a given impact 
parameter [12, 14, 17, 18].   

    Let us assume that a proton with mass m and radius 0r is in-

cident on a nucleus of radius R .The overlapping volume at any 
impact parameter, V (b), is given by, 
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in the interaction at a given impact parameter, Z(x), can be giv-
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and the statistical impact parameter distribution is given by 
 

                                   dx x 2dx  P(x)                                (3) 

    The total probability of peripheral collisions .PrP will be given 

by, 
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The total probability of central collisions will be given by 
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     From equations (2) and (3) using least square fitting tech-
nique Z function distribution can be written in the form [14, 17], 
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Where, 
kC values are represented in table (1), 

2.1 CHARGED PION PRODUCTION FOR HADRON-   NUCLEUS 

COLLISIONS 

 

The number of created pions from each fireball ( n ) will be 

given by,  
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Where, Q is the free energy which is carried by the two fire-
balls,  is the energy required for the creation of one pion. 

 From Eqs. (6, 7), the probability of the emission of any num-

ber of pions ( 0n ) from one fireball in the peripheral collision 

can be obtained in the form: 
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It is clear that at a given impact parameter, Eq. (7) gives the 
total number of created particles (i.e. charged and neutral par-
ticles). 
           According to the above scheme, the charged multiplicity 
distribution will be given by,                                            
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Where, N:  is the number of pairs of created particles from one 

fireball (
2

0n
N  ), 2n the number of pairs of charged pi-

ons,
2

1
2




n
n , P the probability that the pair of pions is 

charged.                          
The number of negative particles from one fireball equals the 

half of new created charged pions 
2

chn
n                                                                                

      The probability distribution of negative particles  )
-

(n P is 

the same as the probability distribution of charged particles   
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TABLE 1 

kC VALUES FOR CONSIDERED INTERACTIONS 
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3    ARTIFICIAL NEURAL NETWORKS (ANNS) 

ANNs are composed of interconnecting artificial neurons 
(programming constructs that mimic the properties of biologi-
cal neurons). Artificial neural networks may either be used to 
gain an understanding of biological neural networks, or for 
solving artificial intelligence problems without necessarily 
creating a model of a real biological system. The real, biologi-
cal nervous system is highly complex: artificial neural network 
algorithms attempt to abstract this complexity and focus on 
what may hypothetically matter most from an information 
processing point of view. 

The neuron transfer function, f, is typically sigmoid or step 
function that produces a scalar output (n) as in Eq. (12): 
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Where,

iI ,
iw , b  are the 

thi input, the 
thi weight and b the 

bias respectively. 
A network consists of one or more layers of neurons. A layer 
of neurons is a number of parallel neurons. These layers are 
configured in a highly interconnected topology as shown in 
figure (1).  
 
 
4   TRAINING OF THE H-A-ANN 

Neural network can be trained to perform a particular 
function by adjusting the values of the connections (weights) 
between elements. Training in simple is to make a particular 
input leads to a specific target output. The weights are adjust-
ed, based on a comparison of the output and the target, until 
the network output matches the target. Typically many such 
input/target pairs are used, in this supervised learning, to 
train a network. 

The proposed ANNs in this paper was trained using 
Levenberg–Marquardt optimization technique. This optimiza-
tion technique is more powerful than the conventional gradi-
ent descent techniques [27-31].  

The Levenberg–Marquardt updates the network weights 
using the following rule, 
 

eJIJJW TT 1)(    
 

Where, J is the Jacobean matrix of derivatives of each error 
with respect to each weight. TJ is the transposed matrix 
of J ; I is the identity matrix that has the same dimensions of 

JJ T , is a scalar; changed adaptively by the algorithm and 
e is an error vector. 

The only requirement for this method is a considerably 
large memory for large problems. The initial training weights 
were also chosen using the Nguyen–Widrow random genera-
tor in order to speed up the training process [27-31]. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

“Figure 1. Neuron model” 

 

 

 

  

 

  



 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5 RESULTS AND DISCUSSION 

Charged and negative pions multiplicity distributions, Eq. 
(9, 11), are calculated for 40Arp  , 131Xep  , 197Aup   
and 4Hep  assuming   in Eq. (11) is given by : 

bna                                                                                          
Where, a = 0.04, b= 0.35 as in references [14, 17, 18]. The results 
of these calculations are represented in figure 2 (a, b, c, d, e) 
and figure 3 (a, b, c, d, e, f) along with experimental data [32, 
34] which show fair agreement with the corresponding exper-
imental data. It can be seen from figs. (2, 3) that charged and 
negative pions multiplicity distributions are not in accordance 
with the experimental data for heavy nuclei although the situ-
ation becomes better for the light ones. The emission of sec-
ondary particles is assumed to follow a Poisson distribution. 
As mass number increases the multiplicity distribution is not 
broaden but its peak is shifted to high numbers.  

We have also calculated the same collisions by using ANN 
model and these calculations are represented in figs (2, 3) 
along with the same experimental data [32-34].  We have also 
found great variations compared to PTFM. 

Different configurations of network structure were investi-
gated to achieve good mean squared error (MSE) and good 
performance for the network using the input-output arrange-
ment. The input and target vectors are randomly divided into   

three sets (validation set, training set, testing set), 80% of the 
vectors are used to train the network and 20% of the vectors 
are used to validate how well the network generalized.  

  
 

 
 
 
 
 

 

 
 
 
 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The proposed neural network model of charged and nega-

tive pions multiplicity distributions of 40Arp   , 131Xep   
, 197Aup  and 4Hep  collisions at 200 GeV/c  have three   
inputs ( APn Labch ,, ), one output )( chnP and two hidden lay-
ers of 23, 22 neurons, for charged pions, two hidden layers of 
24, 21 neurons for negative ones. The transfer functions of the 
first and second hidden layers were chosen to be a tan sig-
moid, while the output layer was chosen to be a pure line. The 
trained method which used to train the ANN model is 
Levenberg-Marquardt optimization technique, with number 
of   epochs=19, performance of order 

510
 for charged pion 

production and epochs=10, performance of order 
410

 for 
negative ones. 

 

 

 

 

 

 

 

 

 

“Figure 2. Comparison between the experimental and 
simulated multiplicity distribution of charged pi-
ons )( chnP for Ah collisions at 200 GeV/c:(—) NN 
model, (……) PTFM, ( ) experimental data” 



 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
It is should be emphasized that when the mass increases 

the multiplicity distributions of charged and negative pion 
production using ANN are consistent with all regions of the 
experimental data (low, medium, high multiplicity). In contra-
ry with PTFM, the theoretical calculations are inconsistent 
with the experimental data especialy at high multiplicity. That 
is why; we use the ANN technique because it is able to exactly 
model the multiplicity distribution for different beams in had-
ron nucleus interactions. 

APPENDIX   

Our obtained function for charged and negative pions in h-A 
intteractions is generated using the obtained control NN pa-
rameters as follows: 
The structure of the network is 3-23 -22-1 for charged pions and 
3-24 -21-1 for negative ones. The obtained equation which de-
scribes the multiplicity dustribution of charged and negative 
pions in h-A intteractions for different beams (projectiles), dif-
ferent mass numbers (nucleii) at the same energy is given by: 
 

..{tan).2,3(.[{)( netsigmoidLWnetpurelinenP ch      

)}1(.).1,1(.{tan).1,2( bnetPIWnetsigmoidLW   

)}]3(.)}2(. bnetbnet   

 
Where, pure line is linear transfer function, tan sigmoid is hy-
perbolic tangent sigmoid transfer function. 
P  is the input which is ( APn Labch ,, ). 

)2,3(.LWnet linked weight between the second hidden layer 
and the output. 

)1,2(.LWnet linked weights between the first and the second 
hidden layer. 

)1,1(.IWnet linked weights between the input layer and the 
first hidden layer. 

)1(.bnet is the bias of the first hidden layer. 

)2(.bnet is the bias of the second hidden layer. 

)3(.bnet is the bias of  the output layer.  
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Analysis optimum transmit power of 10 Gbits 
optical CDMA system in fiber-to-the-home access 

network  
N. Ahmed, S. A. Aljunid and R. B. Ahmad 

 
Abstract— In this paper, the optimum transmits power for an optical code division multiple access (OCDMA) is analyzed at different data 

rates and transmission distance. We used Enhance Double Weight (EDW) codes as a signature address in designing the system because 

this code can accommodate more number of simultaneous users under considerable standard Bit-Error-Rate (e.g. ≤ 10
-9

). The induced 

EDW codes for OCDMA system can suppress multiusers interference and increase the bit-error-rate performance with optimum transmit 

power. The numerical simulations have been taken into the account to carry out analysis. We ascertained by simulation results that the 

optimum power is decreases with the distance and high bit rate and maintain error floor transmission rate (10e
-09

).Therefore this system 

can be considered as a promising solution for optical access network such as Fiber-to-the-Home access network. 

Index Terms— Optical Code Divission Multiple Access (OCDMA), Enhance Double Weight (EDW), Fiber Brag Grating (FBG), NAND 

subtraction, AND Subtraction, Fiber –to-the-Home (FTTH), Multiple Access Interference (MAI).   

——————————      —————————— 

1. INTRODUCTION                                                                     

ORE than one decade, the rapid advance has been real-

ized in the optical fiber communication technology with 

significant reduction of loss in single mode fiber. The main 

progress has been obtained in high sensitivity and high-speed 

optical detectors, development of high-speed semiconductor 

laser diodes, and the advance of optical amplifiers to the fiber 

communication transmission capacity. These advances have 

had an important impact on the field of optical telecommuni-

cations system and widely used in many more applications of 

communication engineering [1]. Optical Code Division Multi-

ple Access (OCDMA) has been recognized as one of the most 

important technologies for supporting many users in shared 

media simultaneously, and in some cases can increase the 

transmission capacity of an optical fiber [2]. OCDMA has been 

exciting developments in short haul optical networking be-

cause this system can supports both wide and narrow band-

width applications on the same network. In addition, it con-

nects large number of asynchronous users with low latency. 

The jitter, permits quality of service guarantees to be managed 

at the physical layer which offers robust signal security and 

has simplified network topologies. In order to suppress the 

MAI effect sufficiently, many subtraction techniques with 

codes fixed in-phase cross correlation have been proposed [3-

4]. 

The detection is one of the important processes to design the 

system transmitter and receivers. In general, there are two 

well known basic detection techniques, namely coherent and 

incoherent [5]. The knowledge of the phase information of the 

carriers keeps big impact when coherent detection send detec-

tion signal. On the other hand, the incoherent detection has no 

such kinds of information. Alternatively, the incoherent 

OCDMA is performed in a unipolar approach and coherent is 

performed in a biopolar behavior with the coding operation. 

The less hardware complexity of incoherent detection makes a 

popular candidate compared to coherent detection. Moreover, 

the incoherent detection does not need phase synchronization. 

The application of the coherent technique will be more diffi-

cult than incoherent technique. Therefore, we have chosen the 

incoherent detection technique based on spectral-amplitude-

coding (SAC) for this research. However, the cross correlation 

function is always generated in the incoherent code words. As 

results, the multiple access interference (MAI) is generated in 

the system due to this cross correlation, which can be reduced 

by using a suitable detection technique in OCDMA systems.  

Many kinds of detection techniques are available and al-
ready proposed by many researchers [3, 6, 7 and 8]. The 

well known detection techniques are the complimentary 
subtraction technique [6 and 7], the AND subtraction tech-
nique [7], the spectral direct detection technique (SDD) [8] 

and the XOR subtraction technique [4]. However, all these 
detection techniques have various limitations. Although 

some of these detection techniques has successfully reduced 
the MAI effect but still suffering from the poor signal quali-
ty, which is considered as a big limitation of the existing 

detection techniques.  The Enhance Double Weight (EDW) 
[8] code was successfully applied in the complimentary and 
AND subtraction techniques but the problem of poor signal 

M 
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quality remain the same. In order to solve this problem, we 

introduce a new detection technique named the NAND sub-
traction detection technique [9], which can reduce the MAI in a 

significant amount. OCDMA is a multiplexing technique tak-

ing the advantage of the large bandwidth of fiber and flexibil-

ity of code division multiple accesses. Now it is getting more 
and more attention, because of its prominent advantages, such 

as unique confidentiality, scalability, asynchronous access, 

convenient network management and etc [10]. Therefore, this 

proposed OCDMA system would then be a prospective candi-
date for the future FTTH access network.   

 The remainder of this paper is organized as follows. In 

Sec II, we review MDW code construction. We discuss about 

detection technique in Sec III. The Sec IV shows the system 

architecture. Network simulation setup is shown in Sec V. Re-

sults and discussions are shown in Sec VI, and finally some 

conclusions are drawn in Sec VII 

  
2. EDW Code Construction 

The basic matrix for the EDW code consists of NK  ma-

trix depending on the value of the code weight. The general 

form of the basic matrix of an EDW code with weight W is 

shown in Fig. 1, where all the component matrices [A1], [A2], .., 

[Aw] depend on W.  The basic matrix consists of the minimum 

number of K and N for the specific number of code weight.  

From the basic matrix, a larger number of K can be achieved 

using the mapping technique as bellow: 
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Fig.1. General form of the EDW code matrix [12]. 

 

The size of each matrix consist of aa NK  , Where:  
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The basic matrix for EDW consists of a 63 matrix.  The 

component matrices are [A1], [A2], and [A3]. The size of matrix 

[A] is 23 , after using Eqs. (1) and (2). The combination se-

quence for each matrix is 2 and 1. The basic EDW code denot-

ed by (6, 3, 1) is shown [9]. The basic matrix consists of a chip-

combination sequence of 1,2,1,2… (alternating 1’s and 2’s) for 

the columns.  A chip combination is defined as the summation 

of the spectral chips (1’s and 0’s) for all users (or rows) in the 

same column with each code sequence allowed to overlap at 

most, once with every other sequence in the columns of the 

matrix. 
 
2.1. NAND Subtraction Technique 

 

The mobility of the digital electrons in NAND gate is 

three times higher than AND gate as well as NOR gate [11]. 

This statement refers to the digital logic gates (AND, OR, 

NAND). However, in our proposed system the idea of NAND 

is used as an operation, not as a digital gate. Considering this 

point of view, the authors brought the concept of the NAND 

subtraction technique in our study. In the NAND subtraction 

detection technique, the cross-correlation         is substituted 

by        , where        represents the NAND operation be-

tween X and Y sequences. For example, let        and 

       therefore the NAND is            . Fig. 2 shows 

the implementation of NAND subtraction detection technique 

and Table 1 shows the comparisons between complementary 

and NAND subtraction detection technique using EDW codes.   

 
Table.1Comparison of complementary and NAND subtraction 

detection technique 

 

 
 

Note that    (where   is 1, 2….. ) is the column number of 

the codes which also represents the spectral position of the 

chips. Therefore, MAI can be cancelled using both techniques. 

However, NAND subtraction detection technique can generate 

extra weight as shown in Table 1. This is due to the fact that 

when the code weight is increased, the signal power increases 

as well; hence, increases the signal-to-noise ratio. Therefore, 

The OCDMA performance is improved significantly using the 

NAND subtraction detection technique.  

 



 

 

 
 

Fig.2. Implementation of NAND subtraction technique 

3. Network Simulation Setup 

 

A simple schematic block diagram consisting of three us-

ers are illustrated in Fig. 3. This system each chip has a spec-

tral width of 0.8 nm. The tests were carried out at the rate of 

(10 Gbits), for 30 km. The fiber used had the values of parame-

ters taken from the data which are based on the G.652 Non 

Dispersion Shifted Fiber (NDSF) standard. This included the 

attenuation, group delay, group velocity dispersion, disper-

sion slope and effective index of refraction, which were all 

wavelength dependent. The non-linear effects such as the Four 

Wave Mixing and Self Phase Modulation (SPM) were also ac-

tivated and specified according to the typical industrial values 

to simulate the real environment as close as possible. The sys-

tem specifications listed in Table 1 were used throughout the 

simulation. At 1550 nm wavelength, the attenuation co-

efficient was 0.25 dB/km, and the chromatic dispersion co-

efficient was 18ps/nm-km and the polarization mode disper-

sion (PMD) co-efficient was 0.5 ps/sqrt (km). The transmit 

power used was between -5 dBm to 5 dBm out of the broad-

band source.  The noises generated at the receivers were set to 

be random and totally uncorrelated.  The dark current value 

was 5 nA and the thermal noise co-efficient was 1.810-23 

W/Hz for each of the photodetectors. The performance of the 

system was evaluated by referring to the bit error rate, re-

ceived power, transmit power and the eye pattern. Fig.3 shows 

the system simulation setup which has transmitter and receiv-

er. At the transmitter, the coherent light (Lesar) source is used. 

The pseudo-random bit sequence generator and non-return-

to-zero (NRZ) pulse generator to generate the input signals, an 

external modulator to modulate the input signal into the opti-

cal signal. The modulated signal is transmitted through single 

mode optical fibe. The function of the encoder was amplitude 

spectrally encode the source according to the specific used 

code which is Enhance Double Weight (EDW) code with a 

weight three. At the receiver side consist of FBG which act as a 

decoder, PIN photo-detectors and low pass filters. The decod-

ing scheme used was NAND subtraction. A subtractor is used 

for subtract the overlapping data from the desired one. 

 

Tabel.1: Summary of system specifications  

Data rate  10 Gbits, 2.5 Gbits and662 Mb/s 
Channel spacing 0.8-nm 
Insertion loss 0.25 dBm 
Mux/Dmux insertion loss 2 dBm 
Fiber attenuation 0.25dB/km 

 

 
 

Fig.3. Simulation setup for the OCDMA system with NAND 
subtraction detection technique 

 

4. Results and Discussion 

 
Fig. 4 depicts the relationship between received power 

and the measured BER for NAND subtraction technique at (10 

Gbits, 2.5 Gbits and 622 Mbps) data rates. The optical fiber 

length was fixed (30 km) for the analysis. It clearly shows that, 

the system using NAND subtraction technique at various bit 

rate 10 Gbits, 2.5 Gbits and 622 Mbps the BER is 4.05e-10, 2.02e-

24 and 1.63e-39 respectively when the minimum transmit power 

is -2 dBm. (10-13) and received power -19.189 dBm, -20.586 dBm 

and -21.700 dBm respectively. The Fig. 4 demonstrates that at 

low bit rate (622 Mbps) BER and received power is better as 

compare to high bit rate. However, at high bit rate (10 Gbits) 

the system can have standard error free transmission value 

BER 4.05e-10 with optimum received power (19.189 dBm). The 

main objective of this analysis is to find out the optimum re-

ceived power with standard error free (10e-09) transmission 

value for high bit rate system. On the other hand Fig.5 pre-

sents the effect of transmit power against BER at various bit 

rate 10 Gbits, 2.5 Gbits and 622 Mbps for fixed fiber length (30 



 

 

km). As it is seen from Fig. 5 that at 10 Gbits the system re-

quire -2 dBm transmit power to maintain the error floor 

transmission rate where as 2.5 Gbits and 622 Mbits require 

transmit power -4 dBm and -5 dBm. Although, is this study we 

have considered maximum input power 5 dBm. At transmit 

power 5 dBm the system BER is 2.83e-33. 

 

Fig. 4. Received power versus BER for different bit rates and a 
fixed transmission distance (30 km) 

 

Fig. 5. Transmit power versus BER for different bit rates and a 
fixed transmission distance (30 km) 

As shown in Fig.6, that the system using new detection 

technique shows BER in fixed bit rate in respect to the differ-

ent fiber length (15 to 30 km). It is found that the system can 

transmit excellent signal up to 30 km at 10 Gbits. The transmit 

power 0 dBm is taken for analyzing the performance. It is also 

seen from fig.6 that as the distance increase the error floor be-

come worst and received power is high. Though, the received 

power is slightly high but the signal quality is exactable range 

which satisfies the error free transmission rate (10e-09). On the 

other hand, Fig. 7 shows the effect of transmit power on the 

BER. It is also found that, as the input power is increased the 

error floor is decries. To conclude all the results, we found that 

the system pwer distribution and BER is very much depended 

on bit rate. Moreover, the performance of the NAND subtrac-

tion technique is evident at all rates with supportable distance 

to support by the conventional technique. In Fig. 7 (a, b and c) 

shows the measured eye patterns at (10 Gbits, 2.5 Gbits and 

622 Mbps). It clearly illustrates that using new detection tech-

nique the system had a better performance with a larger eye 

opening at 10 Gbits data rate.  

 

Fig.6. Received power versus BER for different transmission 
distance with a fixed bit rate of 10 Gbits 

 

Fig. 7. Transmit power versus BER for different transmission 
distance with a fixed bit rate of 10 Gbits 
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(a). 10 Gbits bit rate 

 

(b). 2.5 Gbits 

 

(c). 622 Mbps 

 

6. CONCLUSSION 

In this paper, optical CDMA system has been analyzed us-
ing numerical simulation to find out the optimum transmit 
power at different bit rates and transmission distance. The 
NAND subtraction technique has been applied in the receiver 
to improve the system performance. The Enhance Double 
Weight (EDW) code is used as a signature address of the sys-
tem. The analysis has revealed that the system at 10 Gbits, the 
received power is acceptable when transmitting power is -2 
dBm. It has been also shown that the system can maintain er-
ror floor transmission rate (10e-09) with low transmit power (-4 
dBm) for 30 km. To consider these advantages, it is concluded 
that the proposed system can be suitable for Fiber-to-the-
Home (FTTH) access network to fulfill the consumer’s de-
mands.  
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Abstract— Real economic data always present nonlinear properties such as asymmetry and radically change in the series through time. 

Missing data and jumps as well as breaks also common reported in economic time series model. Thus, linear models are no longer suitable used in 
estimate the economic data and markov switching vector autoregressive model (MS-VAR) is applied in study the economic model. This paper will 
present the analysis of commodity price effect on stock market by using markov switching vector autoregressive model. Oil price and gold price are 
selected to represent the commodity price and the influence of those prices on Malaysia, Singapore, Thailand and Indonesia stock market are 
investigated. Furthermore, the mean adjusted markov switching vector autoregressive model (MSM-VAR) and mean adjusted heteroskedasticity 
markov switching vector autoregressive model (MSMH-VAR) are investigated to determine the suitable specification of the model in providing a 
more significance and reliable result when analysis the economic relationship model between oil price, gold price and stock market returns. 

 
Index Terms— Markov Switching Vector Autoregressive Model, Mean Adjusted, Heteroskedasticity, Stock Market and Commodity 
Price 

——————————      —————————— 

 
 

  I.    INTRODUCTION 
onlinear time series models became popular through 
the past two decades in economic and financial field. 
Fan and Yao (2003) [1] define that nonlinear time 
series is not a linear stochastic process but is 

generated by nonlinear dynamic properties such as time 
varying, higher-moment structures, asymmetric cycles, and 
jumps or breaks exist in the time series sequence. Markov 
switching autoregressive model is one of the popular 
nonlinear time series model and proposed by Hamilton 
(1989) [2]. The Hamilton model is then extended to Markov 
switching vector autoregressive model (MS-VAR) by 
Krolzig. 
According to Krolzig (1997) [3], MS-VAR model have 
become increasingly prominent in applications since it is 
able to detect the classical business cycle phases and 
detect the difference in terms of average growth rates of 
the economy. Moreover, MS-VAR model also can increase 
the reliability of analysis of the business cycle, and provide 
useful information in the study of economic relationship 
because of its properties on detection the high level 
regime. Therefore, the perception of the current state of 
economy can be improving. 
In addition, MS-VAR model are a nonlinear model which 
commonly applied in economic and financial time series to 
analysis and predict the economy and financial 
relationship, and give implication on the economic theories 
since MS-VAR model able to estimate the dramatically 
changes or breaks that happened in the data through time 
such as at the last decade oil price shocks, structural 

change or break in the stock market prices are happen 
because of the events like Asian Financial Crisis and ‘9-11’. 
Commodity prices such as gold and oil always relate to the 
movement of the stock market prices. Historical evidence 
was shown that when the global economy was in the 
recession period, the demand of oil and gold will be 
increased. . Although oil and gold are limited reservation 
but oil belongs to a basic of energy sources which affect 
the country’s economy as states by Sauter and Awerbuch 
(2003) [4] and gold is a popular investment. Both of these 
two commodity prices implies on the country’s GDP 
especially in stock market index. 
In this study, MS-VAR model is choose to use in analysis 
the implication of the world oil price (OP) and gold 
price(GP) in Malaysia stock market return (KLCI), 
Singapore stock market return (STI), Thailand stock market 
return (SETI) and Indonesia stock market return (JCI) since 
commodities are the primary inputs to many manufactured 
things and services.  
Oil price is an important commodity that able to directly 
influence the world market especially in stock market are 
included in this study since Bhar and Hammoudeh (2011) 
[5] describe that oil price is positively leads the stock 
market in a normal state. Besides that, gold which is a 
popular investment of the investors also will be take 
account in the study. This is because there are investors 
believe that gold is a liquid assets which can be use to buy 
a low-value stock or pay other assets and gold also believe 
that has less investment risk compare to the others 
commodity. Thus commodity prices pay role in affecting the 

N 



general price level in a country. While “Trading on the stock 
market is set to be brisk as bulls attempt to break out from 
bear territory” which reported in New Straits Times on 21st 
March 2011 show that stock market pay an important role 
in the country economy and as an indicator to reflect any 
changes in the country economy. So, the relationship 
between OP, GP and stock market index are examined in 
this study. 
The structural of this paper is as follows. The section 2 
discusses the methodology of the study. Section 3 
presents the results and discussion. Lastly, section 4 
presents the conclusion of this study.  
 

II.   METHODOLOGY 
 
Stationary test is used to detect whether the time series 
data have a constant mean, variance or auto-covariance 
since in real world data, extreme changes always exist in 
economic model. Many economic data exhibit non-
stationary behavior such as regime switching and jumps 
therefore Augmented Dickey-Fuller (ADF) test and 
Kwiatkowski-Philips-Schmidt-Shin (KPSS) test are 
important to apply in the study to check the occurrence of 
the random walk or unit root problem in the time series 
data.  
Next is cointegration test where Johansen test is used to 
examine the properties of the series (check the existence 
of the stationary linear combination). Furthermore, the 
presence of cointegration in the series must take account 
the method to test the occurrence of the unit roots in the 
variables. 
 Although Ordinary least square regressions can given an 
accurate result in large samples, but this test is not used in 
estimate the non-stationary variables since cointegration 
test is a powerful tool in estimate the existence of the unit 
root in nonlinear time series data and has strength when 
the time series data have a limited length.  Therefore, if the 
variables in the set are not cointegrated, then MS-VAR 
model will applied in study the economic relationship model 
since MS-VAR class of models provides a convenient 
framework to analysis multivariate changes in regimes.  
The general idea of the MS-VAR model is the n-

dimensional vector time series vectors, 
 1 ,...,t t nty y y

 

depend upon an unobserved regime variable, 
 1,...,ts n

 
which represents the probability of being in a particular 
state to the switching mechanism in various states. The 
conditional probability density of the observed yt is given 
by 
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Where n  is the VAR parameter vector with regime n and 

Yt-1 is the past information. Thus, the parameter vector, 


 
depend on the regime at time t. 

If the mean vector 
 ts

, vector of autoregressive process 

 tA s
and matrix of variance-covariance 

 ts  are subject 
to shift in regime; thus, the general form of the equation 
MS-VAR will be  
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        (1) 

While the mean adjusted MS(2)-VAR(p) model can be 
generalize as 

           1 1 1 2 2 2t t t t t t t t ty s A s y s A s y s u          
    

(2) 
 
Where   tNID 0, stu   and        1 2, ,..., ,t t t ts A s A s s   

are parameter shift functions.  
 

III.   RESULTS AND DISCUSSION 
 

ADF test and KPSS are as the first step in the testing 
procedure in this study because want to check the 
stationarity of the series. The following graph presented all 
the behavior of the variables before undergoing the tests.  
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Fig. 1. Time series properties of the variables 

 
Results from ADF and KPSS show that all the variables in 
the model including OP, GP, KLCI, STI, SETI and JCI are 
non-stationary and able to transform into stationary series 
after taking first differencing process.  
 
Next, Johansen Cointegration Test is used to test the 
cointegrated relations between the series since all the 
series has the same integration order. There are two types 
Johansen Cointegration Test that are Johansen Trace Test 
and Johansen Maximum Eigenvalue Test. According to 
Johansen (1991) [6], these two tests have different 
hypothesis where the hypothesis of the trace statistic test 
in this study are 

H0: There is at most r cointegrating relations 
H1: There are m cointegrating relations 

While the hypothesis of maximum eigenvalue statistic 
test in this study are  

H0: There is at most r cointegrating relations 
H1: There are r + 1 cointegrating relations 

Where cointegration order, r = 0, 1, 2, 3, 4 and m is the 
total of cointegrating relations that may exist in the test. 
Before start analysis the cointegration relations between 
the variables, number of lags need to be determine first 
because it may affect the accuracy of the results. 
Therefore, VAR model of estimating the endogenous 
variables in the model are carry out to determine the lag 
order of the cointegration test. Lag order is important since 

higher lag will results lost many data thus VAR Lag Order 

Selection Criterion is test before investigate the existence 
of the cointegrated relations between the variables and the 
outputs are summarizes and grouped in the tables below: 
 
 

TABLE I  
Johansen Cointegration Test of OP, GP, KLCI, STI, SETI and JCI 

 

Johansen Cointegration Test 

Hypothesis 
on no. of 

CE 

Trace Test Maximum-Eigen test 

0.05 
Critical 
value 

Trace 
statistic 

0.05 
Critical 
value 

Maximum-
Eigen 

statistic 

None 83.93712 89.7910* 
(0.0176) 

36.63019 30.0542 
(0.2389) 

At most 1 60.06141 59.7368 
(0.0532) 

30.43961 23.7657 
(0.2688) 

At most 2 40.17493 35.9711 
(0.1244) 

24.15921 18.7642 
(0.2274) 

At most 3 24.27596 17.2070 
(0.2982) 

17.79730 12.8326 
(0.2388) 

At most 4 12.32090 4.3743 
(0.6568) 

11.22480 3.0957 
(0.7729) 

At most 5 4.129906 1.2786 
(0.3015) 

4.129906 1.2786 
(0.3015) 

The value in () is represent to the p-value 
* denotes rejection of the hypothesis at the 0.05 level 

 
Lag order 2 is choose for estimate the time series model 
because of the suggestion result from Final Prediction 
Error and Akaike Information Criterion (AIC). At most five 
cointegrating equations may exist in the model since six 
variables are tested that are OP, GP, KLCI, STI, SETI and 
JCI. Results show that, there are no cointegrating relations 
exist between the parameters. So, MS-VAR is used in 
estimate the economic relationship of the model. 
 
MSM(M)-VAR(p) model and MSMH(M)-VAR(p) model are 
build up to estimate the economic relationship between the 
variables but MSMA(M)-VAR(p) model and MSMAH(M)-
VAR(p) model are not implement in analysis the economic 
relationship model since the autoregressive parameter in 
the economic model is not vary. The purpose to choose 
mean as a varying factor when build up the model is 
because it is probable to assume that mean able be 
adjusted to a new level after a translation from one state to 
another state or also means that a permanent regime 

switching in mean (st) can cause an immediate jump of 
the observed time series vector to a new level. 

 
TABLE II  

MS(2)-VAR(1) models for OP, GP, KLCI, STI, SETI and JCI 
 

 MSM(2)-VAR(1) 

 OP GP KLCI STI SETI JCI 

µ1 -0.014 
 

-0.030 
 

-0.196 -0.152 -0.203 -0.336 

µ2 0.003 0.006 0.010 0.010 0.007 0.013 

 
0.062 0.043 0.076 0.072 0.097 0.096 

Matrix Of Transition Probabilities, pij 



 st-1 = 1 st-1 = 2 

st = 1 0.6167 0.3833 

st = 2 0.0121 0.9879 

Regime Properties 

 No. of 
Observations 

Probability Duration 

st = 1 9.1 0.0306 2.61 

st = 2 258.9 0.9694 82.74 
LR = Likelihood Ratio linearity test 
The values in ( ) is represent to the t-values 
** indicates that the p-value is significant at 5% level 

 

 MSMH(2)-VAR(1) 

 OP GP KLCI STI SETI JCI 

µ1 0.008 0.002 -0.007 -0.005 -0.008 -0.017 

µ2 0.003 0.006 0.010 0.011 0.007 0.013 

1 
0.097 0.058 0.132 0.122 0.150 0.174 

2 
0.039 0.035 0.047 0.045 0.075 0.067 

Matrix Of Transition Probabilities, pij 

 st-1 = 1 st-1 = 2 

st = 1 0.7230 0.2770 

st = 2 0.1185 0.8815 

Regime Properties 

 No. of 
Observations 

Probability Duration 

st = 1 81.400 0.299700 3.61000 

st = 2 186.600 0.700300 8.44000 
 LR = Likelihood Ratio linearity test 
The values in ( ) is represent to the t-values 
** indicates that the p-value is significant at 5% level 

 
The role of OP, GP, KLCI, STI, SETI and JCI are assessed 
with the MS(2)-VAR(1) model to estimate the relationship 
of the economic model. First regime is represent to the 
recession state and second regime is the growth state 
since regime 1 coefficients is smaller than regime 2. In 
economy, recession state also known as “Bear” market and 
growth state also known as “Bull” market. 
 
MSM(2)-VAR(1) model is a mean adjusted model after a 
switch in regime with variant mean. All coefficients of the 
lag component in first regime in MSM-VAR model are 
negative. This shows that a decreasing of monthly return is 
happened on oil price with average 1.4% and in gold price 
with average 3%. While the second regime which 
represent the “Bull” market reported an increasing of 
average 0.3% in oil price and 0.6% in gold price are 
positively increasing in average of the KLCI, STI, SETI and 
JCI monthly index. Among these four selected South East 
countries; JCI market reported the largest increasing and 
decreasing country in the monthly return either in “Bull” 
market or in “Bear” market. 
 
The transition probability p11 = 0.61167 and p22 = 0.7879 
suggest that the second regime is the persistence state 
since the transition probability of the growth regime is 
higher than the recession regime. Furthermore, the 

computed transition probability, 
 1Prob 1 2 0.3833  t ts s

 
reported that an increasing transition probability occurs 

from a crisis regime (regime 1) to the growth regime 
(regime 2). 
 
Number of observations that including in the growth state is 
259 which is 96.94% of the total sample size and the 
average duration of each regime are 2.61% on regime 1 
and 82.74% on regime 2. This denotes that regime 2 is the 
dominant phases in the economic model and asymmetric 
property is present. Crisis economy 1997 may act as a 
significant issue that indicates a shift of the series of OP, 
GP, KLCI, STI, SETI and JCI from first regime to second 
regime. 
 
Besides that, MSMH(2)-VAR(1) model which estimate vary 
mean and variance of the variables has the same 
representation state that the first regime (st = 1) is the 
“Bear” market and second regime (st = 2) is the “Bull” 
market. When comparing the MSM-VAR model and 
MSMH-VAR model, OP and GP have different sign in first 
regime (recession state). In MSMH-VAR model, OP 
recorded a high volatility of 0.94% and a high positive 
average monthly probability of 0.8% in regime 2 compare 
to 0.16% of volatility and 0.003 or 0.3% of average monthly 
return in MSM-VAR model.  
 
While gold price recorded 0.2% average of monthly price 

and 2(st = 1) = (0.058)2 = 0.00336 = 0.34% of monthly 
volatility in regime 1 and a high positive average of monthly 
price with small volatility value in regime 2. 
 
The transition probability of state 1 is 

 1Prob 1 1 0.7230  t ts s
 and 

 1Prob 1 2 0.8815  t ts s
 

describes that regime 2 has the higher probability than 
regime 1. A higher probability of transition from recession 
state to growth state also reported in the MSMH-VAR 
models and the duration of these two regimes also show 
same conclusion with MSM-VAR model that a significant 
asymmetries is presence in the business cycle. While the 
transition probabilities can be write in a matrix form, 

0.7230 0.2770
P

0.1185 0.8815
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Fig. 2. MS-VAR Probabilities 

 
Graph 2 show two type of specifications regime properties 
in mean adjusted after a changes in regime and each MS-
VAR model including three panels that are: first panel 
present how the inferred regime probabilities are translated 
into switching in the mean growth rate of the variables, 
second panel show the filtered and smoothed probabilities 
of regime 1 and third panel reported the filtered and 
smoothed probabilities of regime 2. 
 
Smoothed probability is the optimal inference of the turning 
points on the regime at time t which estimate the business 

cycle by using the whole sample information, 
 Pr t Ts j Y

. 
While filtered probability is the optimal inference on the 
state variables at time t by using the information at time t 

only, 
 Pr t ts j Y

 and this two probability are sketch to 
explain the economic model of the variables OP, GO, KLCI, 
STI, SETI and JCI.  
 
Regime 1 of each model depicts very precisely the 

recession of the year 1998 and 2009 in MSM-VAR model. 
However, smoothed probabilities of MSMH-VAR model 
indicate a long recession from end of the year 1997 until 
the year 2000, and a few short recession period such as at 
1990, 1994, middle year of 2001 and 2008. While regime 2 
is represent to the growth period in the business cycle.  
 
Furthermore, MSM-VAR and MSMH-VAR model display 
that the smoothed probabilities of all models show that the 
downswings are sudden and much shorter but the 
upswings are more gradual and highly persistent.  
 
When comparing the log-likelihood, AIC, HQ and SC 
among the MSM-VAR and MSMH-VAR model, results are 
recorded in the following to make a comparison on which 

model able to given a more reliable and significance 
result. 

 
TABLE III 

Comparison of the MSM(2)-VAR(1) and MSMH(2)-VAR(1) model 
 

Criterion MSM(2)-VAR(1) 
model 

MSMH(2)-VAR(1) 
model 

Log Likelihood 2163.1114     2319.4936    

AIC -15.6128 -16.6231 

HQ -15.2307 -16.1280 

SC -14.6614 -15.3904 

 
According to the results that summarizes in the table 
above, AIC, HQ and SC of the MSMH-VAR model able to 
provide approximate value than MSM-VAR model when 
estimate the relationship model between the variables of 
OP, GP, KLCI, STI, SETI and JCI. Generally, it is a 
common misconception that the log-likelihood value must 
be negative and the AIC value is positive; but if the 
likelihood is derived from the probability density then it is 
reasonable for the value is exceed 1 or a positive log-
likelihood, and hence has a negative AIC. In algebraically, 
lower AIC is represent the better performance of the model, 
thus the more negative value of AIC which recorded by 
MSMH(2)-VAR(1) model able to provide a more 
significance results compare to MSM(2)-VAR(1) model. 
This is proven by HQ and SC outputs. Moreover, 
MSMH(2)-VAR(1) model has a higher log-likelihood than 
MSMH(2)-VAR(1), therefore MSMH-VAR model can be 
concluded as more suitable than MSM-VAR model in 
estimate the commodity price effect on KLCI, STI, SETI 
and JCI market index. 

 

IV.   CONCLUSION 
 

In this paper, MS-VAR model that proposed by Krolzig is 
used in analysis the commodity price that are oil price and 
gold price effect on the four selected South-East Asia 
countries stock market index from December 1989 until 
May 2012. The two regime markov switching model with 
first autoregressive order is used in estimate the economic 



relationship model. First regime in this paper is the 
recession state while the second regime represent to the 
growth state. Markov switching vector autoregressive 
models with mean adjusted after a shift are applied in 
study the relationship between commodity price effect and 
stock market returns on Malaysia, Singapore, Thailand and 
Indonesia. While all the data including World oil price, 
world gold price, Malaysia stock market index, Singapore 
stock market index, Thailand stock market index and 
Indonesia stock market index are taken from 
DATASTREAM and transform into a natural logarithm form 
before start the estimation. Oil price and gold price are 
proved that able to affect the stock market index on 
Malaysia, Singapore, Thailand and Indonesia. 
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  Abstract- Exchange rate has great influence to the inflation and 

economic growth for a country. The importance of currency is 

that the great influence on import and export prices with the 

changes of exchange rate. Thus, maximum likelihood estimation 

(MLE) is used to fit finite mixture model. In this paper, a two-

component mixture of normal distribution is used to analysis the 

return value of nominal monthly exchange rate for Malaysia, 

Thailand and Philippines by using maximum likelihood 

estimation. The data collected for this paper is taken from July 

2005 until September 2012. 

 
Key words: Exchange rate, maximum likelihood estimation, finite 

mixture model, mixture of normal distribution 

 
I.    INTRODUCTION 

 

Finite mixture model is increasingly getting attention over 

the years because it is a flexible method of modelling. Fields 

in which finite mixture model has widened applied include 

economics, engineering, meteorology, financial, biology, 

medicine, genetics, marketing, physical, social sciences and 

neural networks. In statistics, the usefulness of applied finite 

mixture model include modelling of over-dispersed data, 

fitting the zero-inflated or hurdle models, estimating heavy-

tailed densities, modelling heterogeneity in a cluster analysis, 

calculating of switching regressions, allows measuring a two 

component distribution and in estimating a mixing probability 

in the data. In addition, finite mixture model also able to 

measure the observable variables, describe the complex 

system on the data analysis and measure the sensitivity and 

specificity of the diagnostic and screening procedures. 

Finite mixture model made its first recorded appearance in 

a statistical literature paper by Newcomb [1] in modelling 

outliers of the data. A few years later, Pearson [2] applied 

method of moments to fit finite mixture model in order to 

estimate the parameters in the model. In Pearson study, a 

mixture of two univariate normal components is used to 

measure the ratios of forehead to body lengths for 1,000 

crabs. Then, method of moments has been widely used and 

this can be proved by refer to the studies of Charlier and 

Wicksell [3] and Doetsch [4]. According to Charlier and 

Wicksell [3], method of moments is extended to the case of 

bivariate normal components. Then, Doetsch [4] further the 

study of Charlier and Wicksell [3] to the case of more than 

two univariate normal components.  

With the advent of high speed computer, maximum 

likelihood estimation is introduced to fit finite mixture model 

by Fisher [5]. The main reason of applied maximum 

likelihood estimation instead of method of moment is that 

maximum likelihood estimation enable large sample sizes 

being analysis and the time consume is faster than method of 

moment. Then, Rao [6] applied maximum likelihood 

estimation to estimate two components of biological problem 

with equal standard deviations. However, Hasselblad [7] has 

different idea in his study. In Hasselblad [7] study, maximum 

likelihood estimation is used to estimate unequal variances 

with more than two components. Then, maximum likelihood 

estimation has received more attention and many statisticians 

start applied the maximum likelihood estimation in their study 

such as Peters and Coberly [8], Duda and Hart [9] and 

Hosmer [10] were applied maximum likelihood estimation in 

estimated the parameters in a mixture distribution by 

expressed it into an iterative form.  

According Horton and Laird [11], maximum likelihood 

estimation is used to estimate the parameters of joint 

distribution and solving the missing covariates in the model. 

Furthermore, Yang [12] applied maximum likelihood 

estimation to examine biology data. A data set of HIV-1 

gp120 env gene is analysed in order to identify a number of 

sites in which under the positive selection.  

Moreover, maximum likelihood estimation also popular in 

used in meteorology field and this can refer to the studies of 

Castiglioni et al. [13] and Owolawi [14]. Castiglioni et al. 

[13] described that maximum likelihood estimation is an 

effective statistical method in examined the rain drop data. 

While in Owolawi [14] study has similar idea with Castiglioni 

et al. [13] that applied maximum likelihood estimation in 

estimated the raindrop size distribution and rain attenuation. 

The main reason in which maximum likelihood estimation 

is vital in statistics is because it has higher probability of 

being close to the quantities to be estimated and has lower 

variance as the sample size increases in compared to other 



methods. In addition, the method also performs statistically 

well understood and provides a consistent approach when 

developed for a large variety of estimation situations.  

In this study, a two-component mixture of normal 

distribution is analysis by using maximum likelihood 

estimation in order to model the financial time series data. 

The data that mention is the returns value of nominal monthly 

exchange rate for Malaysia, Thailand and Philippines.    

The structural of this paper is as follows. The section 2 

presents the literature review. Section 3 presents the sample 

and data that collected. Section 4 presents the methodology 

meanwhile section 5 is the results and discussion. Lastly, 

section 6 presents the conclusion of this study. 

 

II.   SAMPLE AND DATA 

 

The variable that applied in this paper is the return of 

nominal monthly exchange rate for Malaysia, Thailand and 

Philippines from July 2005 until September 2012. This paper 

contains 86 observations for each country. The unit of 

currency for Malaysia is in Ringgit Malaysia (RM) 

meanwhile the unit of currency for Thailand and Philippines 

are in Thai Baht and Peso. The data is collected from yahoo 

finance. While the statistical software package that use in the 

study is SAS version 9.3. 

 
III. METHODOLOGY 

 

In order to estimate the data, the formula for finite mixture 

model and maximum likelihood estimation is provided in this 

section. The general formula for mixture of normal 

distributions is 

       
       2
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where  2
, iii 

 
denotes the probability density function 

of a normal distribution with mean i and variance 
2

i . 

Meanwhile,  represents the weight of the normal distribution 

which is the first regime. Since the total weight for a 

component is equal to one, therefore, the weight of the second 

regime is 1 .    

Then, maximum likelihood estimation is applied in this 

paper to fit the mixture of normal distribution. The general 

formula for maximum likelihood estimation is as follows.  

By assuming that nxx ,...,1 are independent data, then the joint 

density function for all observations have to be specifies and 

the formula for joint density function is    
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However, if fixed parameters are provided for this function, 

the function will be known as likelihood function and the 

formula is  
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In general, the likelihood function is more convenient to work 

with the logarithm, called the log-likelihood.  
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or the average log-likelihood  
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where the hat over l denotes the expected log-likelihood of 

observation in the model.  

 
IV. RESULTS AND DISCUSSIONS 

 

Before the analysis being started, a descriptive statistics 

table is displays to describe the basic information for the 

return value of nominal monthly exchange rate for each 

country. Information such as mean, standard deviation and 

skewness for the return of exchange rate for Malaysia, 

Thailand and Philippines are listed in table 1 meanwhile 

figure 1 display the histogram with normal curve of return 

value for exchange rates for Thailand, Malaysia and 

Philippines. 

 
TABLE I. 

Summary Statistics 

   

Statistics 

Country  

Malaysia Thailand Philippines 

Mean  -0.002361 -0.003426 -0.003446 

Standard Deviation 0.01434 0.01569     0.01540 

Skewness 0.233     0.453     0.324 

 



 

 

 
Fig. 1. Empirical Distributions of exchange return rates 

 

 By referring to the table 1 and figure 1, it can be concluded 

that the mean value for Malaysia is the largest in compared to 

Thailand and Philippines. The reason that Malaysia has 

highest mean value is because the value of currency in 

Malaysia is more valuable than others countries. However, 

the value of currency for Philippines is the lowest among 

these three countries; therefore, it has the smallest mean 

value.  

Furthermore, table 1 is listed out all the standard deviation 

for the selected South Asia countries. Thailand has the largest 

standard deviation than others countries which indicates that 

it has a largest dispersion or more volatile. While Malaysia 

has the smallest standard deviation which illustrate that 

Malaysia has the smallest dispersion on the exchange return 

rate or less volatile than other countries.   

Table 1 also listed the skewness of the distribution. A 

positive value is found on the skewness for all three countries 

which indicates that the exchange rate in these three countries 

can be altering by the changing of the United States currency.  

Moreover, all three countries are skewed to right which 

means that the distribution for Malaysia, Thailand and 

Philippines are positively skewed and this can be refer to the 

figure 2. 

In this paper, a two-component mixture normal distribution 

is estimated by using maximum likelihood estimation and the 

normal distribution that mention in table 2 refers to recession 

state and growth state. The recession state in this study also 

known as first normal meanwhile the growth state represents 

the second normal. Two tables are provided which include a 

parameter estimates for normal model table and a mixing 

probabilities table with five effective parameters and the 

result in these tables are summarize in the table 2. Table 2 

described the summary result that analysis by using maximum 

likelihood estimation. Meanwhile figure 2 denotes the 

mixture distribution graph for return of exchange rate to 

Malaysia, Thailand and Philippines.  

 
TABLE II. 

Maximum Likelihood Estimation for normal mixture 

 
Country 

Malaysia 

Normal 1 Normal 2 

Weight 0.9437 0.0563 

Mean -0.0041 0.0266 

Variance 0.0002 0.00003 

 

 
Country 

Thailand 

Normal 1 Normal 2 

Weight 0.5783 0.4217 

Mean -0.00114 -0.00657 

Variance 0.0001 0.0004 

 

 

Country 

Philippines 

Normal 1 Normal 2 

Weight 0.0737 0.9263 

Mean -0.0197 -0.0022 

Variance 7.30E-7 0.0002 

 



Both the table 2 and figure 2 described that the weight for 

Thailand and Malaysia in first normal shows that heavier than 

second normal and this indicates that the recession state is 

more dominant than growth state for Thailand and Malaysia. 

However, the economy in Philippines not affected by those 

event because the growth state in Philippines is more 

dominant than recession state. 

Moreover, the mean for both Thailand and Philippines 

shows negative value for both recession state and growth 

state. This can be explained that the currency in Thailand is 

declining because the economy is not recovered from the 

impact of September 11 attacks. For Philippines, the negative 

mean value in both normal densities denotes that the currency 

in Philippines is declining because of the global economics 

crisis which beginning at 2008. However, Malaysia shows 

different mean value in compared to Thailand and 

Philippines. Malaysia has negative value in recession state 

and positive value in growth state. This indicates that the 

economy in Malaysia is recovered from the crisis.  

 Although variance is a not necessarily tool in measure the 

up and down swings of the bankroll goes through but a large 

value of variance represents a wider swings of bankroll. 

Result in table 2 show that all variance for normal 1 and 2 for 

Thailand, Malaysia and Philippines are small thus it can be 

concluded that the bankroll swing in these three countries are 

less. This is reliable since all these countries are label as 

developing countries so there might have a limited or less 

bankroll for the country. In addition, the result is valid, 

reliable and significant since the variance is small.  

 

Malaysia 
 

 
Thailand 

 

 
Philippines 

Fig. 2. Mixture of Normal distribution 

 
V. CONCLUSION 

 

This paper applied maximum likelihood estimation to fit 

finite mixture model in order to estimate returns of nominal 

monthly exchange rate for Malaysia, Thailand and 

Philippines. A two-component mixture of normal distribution 

is analysing in this paper and the first normal is categorized as 

recession state while second normal denotes as growth state 

for the nominal exchange rate data. Result shows that the 

economy in Malaysia has recovered, but not for the economy 

Thailand and Philippines. 

 

 

 

 



 

ACKNOWLEDGMENT 

 

This paper is supported by the financial and facilities from the 

respective university.  

 
REFERENCES 

 
[1] S. Newcomb, “A generalized theory of the   combination of 

observations so as to obtain the best result,” American Journal of 

Mathematics, vol. 8, pp.343-366, 1886. 

[2] K. Pearson, “Contributions to the theory of mathematics evolution,” 

Philosophical Transactions of the Royal Society of London, vol. A185, 
pp.71-110, 1984. 

[3] C. V. L. Charlier and S. D. Wicksell, “On the dissection of frequency 

functions,” Arkiv for Mathematics Astronomi och Fysik, vol. 18(6), pp. 
85-98, 1924. 

[4] G. Doetsch, “Die elimination des dopplereffekts auf spektroskopische 

feinstrukturen und exakte bestimmung der komponenten,” Zeitschrift 

f¨r Physik, vol. 49, pp. 705-730, 1928. 

[5] R. A. Fisher, “On the Mathematical Foundations of Theoretical 
Statistics,” Philosophical Transactions of the Royal Society of London, 

vol. 222, pp. 309-368, 1992. 

[6] C. R. Rao, “The utilization of multiple measurements in problems of 
biological classification,” Journal of the Royal Statistical Society, vol. 

B10, pp. 159-203, 1948. 

[7] V. Hasselblad, “Estimation of parameters for a mixture of normal 
distributions,” Technometrics, vol. 8, pp. 431-444, 1966. 

[8] B. C. Peters and W. A. Coberly, “The numerical evaluation of the 

maximum likelihood estimate of mixture proportions,” 
Communications in Statistics-Theory and Methods, vol. 5, pp. 1127-

1135, 1976. 

[9] R. O. Duda and P. E. Hart, Pattern Classification and Scene Analysis. 

New York: Wiley, 1973. 

[10] D. W. Hosmer, “A comparison of iterative maximum likelihood 

estimates of the parameters of a mixture of two normal distributions 
under three different types of sample,” Biometrics, vol. 29, pp. 761-

770, 1973. 

[11] N. J. Horton and N. M. Laird, “Maximum Likelihood Analysis of 

Generalized Linear Models with Missing Covariates,” Statistical 

Methods in Medical Research, vol. 8, pp. 37-50, 1998. 

[12] Z. H. Yang, “Maximum Likelihood Analysis Of Adaptive Evolution In 

Hiv-1 Gp120 Env GenE,” Pacific Symposium on Biocomputing, pp. 

226-237, 2001. 

[13] S. Castiglioni, L. Lombardi, E. Toth, A. Castellarin, and A. Montanari, 

“Calibration of rainfall-runoff models in ungauged basins: A regional 

maximum likelihood approach,” Advances in Water Resources, vol. 
33, pp. 1235–1242, 2010.     

[14] P. Owolawi, “Raindrop Size Distribution Model for the Prediction of 

Rain Attenuation in Durban,” Piers Online, vol. 7(6), pp. 516-523, 
2011. 

 

 

 

 



  

 

Variable Twist Angle of Flexible Electromagnetic 
Hyper Redundant Robot 

Amir Sharizam Ismail, Samsi Md Said, Ishkandar Baharin 

 

Abstract— Denavit Hartenberg (D-H) Kinematic structure representation of robot having revolute joint normally have fix arm length  , 

offset distance   , twist angle    and only varied joint angle  . This paper introduce two (2) inputs variable of twist angle    and joint 

variable   besides fix value of arm length   and offset distance  . Variable value of   and   are dependent on polar electromagnetic 

actuator actuation sequence. The actuator extension and their combination will determine the joint variable value of joint angle   and twist 

angle   . This electromagnetic muscle is arranged in four (4) polar arrays around disk body. Even though the electromagnetic muscles are 

classified as prismatic joint, their sequence and combination of operation producing two joint variables of joint angle   and twist angle . 

Output from this forward kinematic model is the end effector      matrix and its yaw, pitch and roll orientation representation. This novel 

module is intended for building a high assemblage of Hyper Redundant Robot. A low cost polycarbonate plastic and spring are used for 

structure of flexible body module. Coil of more than 1000       is employ in order to generate distance extension. The Programmable 

Logic Controller (PLC) is used to manage the sequence of energizing the coils for having value of   and  . 

Index Terms— Snake Robot, Low Cost, Flexible Body, Kinematic Model    

——————————      —————————— 

1 INTRODUCTION                                                                 

ENAVIT Hartenberg [1] representation of single degree 
of freedom robot requires four parameters such as arm 
length  , offset distance   , twist angle   and joint angle 

 . Arm length   is the arm extension distance between adja-
cent joint, offset distance d is the distance between the origin 
of two neighbouring coordinate frame along Z reference axis, 
twist angle   is the angular different between Z axis of both 
joints and joint angle is the angular displacement between X 
axes measured about reference Z axis of the specified degree 
of freedom. Normally joint angle    become joint variable for 
revolute joint and offset distance d is a joint variable for pris-
matic joint [2].  

This kind of representation is used to model industrial ro-
bot successfully from 1950’s. Since the current trend of robotic 
research is diversifying into service, humanoid and bio-
mimetic robot which having large numbers of degree of free-
dom, a new approach is required to serve this computational 
intensive requirement.  Using Denavit Harternberg requires 
four parameters to describe a single degree of freedom or 
joint. In hyper redundant robot design normally requires more 
than 30 degree of freedom [3]. Refer to Chirikjian and Burdick 
[4], the term hyper-redundant is to describe robots which have 
a very large number of independent degrees of freedom. A 
simple approach is needed in order to model just one module 
or segment of snake robot.  

Since D-H algorithm is an established and standard meth-
od to model any robot, a modification of D-H system is re-
quired for high degree of freedom robot. Maintaining D-H 
approach with novel simplification will retain the robustness 

of robot modeling while reducing the computational burden 
in hyper redundant robot design. This simplified approach 
will accommodate four degree of freedom into a single repre-
sentation of Denavit Hartenberg algorithm.  

In this work a robot module or segment consist of four 
prismatic joints is being developed. The combination of this 
module will become an assemblage for multiple degree of 
freedom of hyper redundant robot or snake robot. Normal 
approach is to treat a single prismatic joint as a single degree 
of freedom with four Arm matrices. A unique approach in this 
research is to model this four degree of freedom into single 
arm matrix representing a segment or a module. The actuator 
extension and their combination will determine the joint vari-
able value of joint angle   and twist angle   . This electromag-
netic muscle is arranged in four (4) polar arrays around disk 
body. Even though the electromagnetic muscles are classified 
as prismatic joint, their sequence and combination of opera-
tion producing two joint variables of joint angle   and twist 
angle  . Output from this forward kinematic model is the end 
effector      matrix and its yaw, pitch and roll orientation 
representation. This novel module is intended for building a 
high assemblage of Hyper Redundant Robot.  Employing this 
actuation sequence representation technique 40 DOF system 
requires only ten arm matrices in contrast to normal modeling 
of using 40 arm matrices. 
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2 PROTOTYPE OF ROTATING SEGMENT 

2.1 Actuator Description 

The actuator is cylindrically symmetrical configuration shown 
in Figure 1. It consists of three polycarbonate plastic layers, a 
spring and four armatures in polar array.   
 

 
 
 
 
 
 
 
 
 

Figure 1: Prototype of Rotating Segment 
 

It is a special design electromagnet that consists of a coil 
and a movable iron core called the armature. When current 
flows through a wire, a magnetic field is set up around the 
wire. When the coil of the solenoid is energized with current, 
the core moves to increase the flux linkage by closing the air 
gap between the cores. The movable core is usually spring-
loaded to allow the core to retract when the current is 
switched off. The force generated is approximately propor-
tional to the square of the current and inversely proportional 
to the square of the length of the air gap. This high-speed elec-
tromagnetic actuator is highly consistent of high pressure appli-
cation. Therefore, the new actuator can provide high response 
over short strokes [5] and is suitable for variable twist angle of 
flexible electromagnetic hyper redundant module.  

2.2 Programmable Logic Controller 

A Programmable Logic Controller (PLC) is a digital computer 
used for automation of electromechanical processes [6]. A PLC 
is an example of a hard real time system since output results 
must be produced in response to input conditions within a 
limited time, otherwise unintended operation will result. 
For this work, we used PLC Omron CP1A-CPU20 with 8 bit 
input and 8 bit output relay. Table 1 is the specification of the 
PLC that we used: 
PLC Type: Compact 
Voltage Supply: 100VAC-240VAC 
Model number: CQM1H-CPU51 
I/O capacity: 512 points 
Program capacity: 7.2 Kwords 
DM Area size: 6 Kwords 
CPU Unit built in I/O points: 16 DC Inputs 
Communication ports: Peripheral/ RS-232C 
Inner board: Supported 
Communication Units: Supported 
 
We controlled the sequence of the four bits to make variation 

of twist angle α. Figure 2 and Table 2 shown the inputs and 
outputs wiring and list of input and output PLC.  

To operate the sequence, we programmed the PLC using 
ladder language to active these four actuators of a module. 

 

 
Figure 2: Wiring I/O PLC for One Segment 

 

Table 2: List of Input / Output PLC 

Item Description PLC i/o Address 

S1 Switch 1 Push Button (N/O) 000.00 

S2 Switch 2 Push Button (N/O) 000.01 

S3 Switch 3 Push Button (N/O) 000.02 

S4 Switch 4 Push Button (N/O) 000.03 

EMA1 Electromagnetic Actuator 1 100.00 

EMA2 Electromagnetic Actuator 2 100.01 

EMA3 Electromagnetic Actuator 3 100.02 

EMA4 Electromagnetic Actuator 4 100.03 

3 OPERATION OF ROTATING TWIST ANGLE MODULE 

3.1 Denavit Hartenberg Modeling 

The module consists of reference disk and orientation disk. 
The XYZ axis is attached on the reference disk while the 
NOAP orientation axis is at the outer disk (Refer Figure 2). 
The difference between origins of these two frames along X 
axis is arm length a. The offset distance d is zero since theoreti-
cally there is no displacement among the frame’s origin along 
Z axis. Twist angle α is a product of prismatic actuator combi-
nation. The similar value of angular variable   is achieved 
with varied value of twist angle α. The bang-bang control 
scheme is employed in electromagnetic actuator since the ob-
jective of this work to show the effect of twist angle variation 
on NOAP homogeneous orientation and position matrix. In 
future, servo control for electromagnetic extension will be ex-
plored in order to give varied value of joint angle   and twist 
angle α.  

3.2 Variable Twist Angle,   

The combination of these four electromagnetic actuator will 
determine the twist angle α. Twist angle α is the angle between 
Z reference axis and Z transition axis about X transition axis. 
By energizing actuator number one, the frame angular dis-
placement is about 90°. If both actuator 1 and 2 is being ener-
gized the transition frame will rotate further to become 135°. 
Refer Figure 3 and Table 3 for complete transition axis rotation 
and their derived twist angle α. 

http://en.wikipedia.org/wiki/Real-time_computing


 

 

Figure 3: Rotating Frame of Z-Axis 
 

Denavit Harternberg modeling consist of four sequence from 
(1) to (4) of transformation axes. 
 Where                            is the      screw motion 
and                        is the    screw motion. 

 
                                                                    (1) 
 
Only the last transformation related to twist angle is being 
modified to simplified overall segment representation. This 
four transformation being multiplied to become arm matrix A. 
 
                             (2) 
 
Value of   can is related to actuator extension (in mm) as 
equation (3) 
 

(3) 
 
Where    is the positive or negative incremental extension of 
linear electromagnetic actuator and D is diameter disk seg-
ment. The combination four bit control will determine the val-
ue of twist angle α as matrix (4). 
 
 
 

(4) 
 
 
The state of bit 1 and bit 2 as in table 1 will determine the val-
ue of twist angle α and the related matrix (5) 
 
 
 

(5) 
 
 
 
 
Table 3 show the total twist angle generation and their bit’s 

sequence 
 
 
 

(6) 
 
 
 

(7) 
 

 
 
 
 

(8) 
 
 
 
 

(9) 
 
 
 
 
 

(10) 
 
 
 
 

(11) 
 
 
 
 
 

(12) 
 
 

Table 3: D-H Frame Assignment with Variable Twist Angle 

Sequence of Operation (ON=1/OFF=0) 

1 1 1 0 0 0 0 0 

2 0 1 1 1 0 0 0 

3 0 0 0 1 1 1 0 

4 0 0 0 0 0 1 1 

   90° 135° 180° 225° 270° 315° 360° 

   0 0 0 0 0 0 0 

   15° 15° 15° 15° 15° 15° 15° 

   25 25 25 25 25 25 25 

        0 -0.707 -1 -0.707 0 0.707 1 

        1 0.707 0 -0.707 -1 -0.707 0 

 
The arm matrix Ai is as equation (13). 
 

(13) 
 

 
These arm matrixes normally represent single degree of free-
dom but in this work it represents the whole single module of 
robot,      . 
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(14) 

 
(15) 

 
 
 

(16) 
 
 

 
The position and orientation representation of the Yaw  , 
Pitch , and Roll   for this twist module can be derived from 
matrix (16) as in (17) to (19). 

 
                                                                                     (17) 
                                                                    (18) 
                                                    (19) 
 

4 RESULT ANALYSIS 

Consider the combination of individual module into a hyper 
redundant robot system represented symbolically in Figure 4. 
The configuration can be scaled into any number of N degree 
of freedom.  Tables 4 summarize the Denavit Harternberg ta-
ble for the total segment or module. The result for every indi-
vidual segment and their incremental value is displayed in 
Table 5 and Table 6. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
Figure 4: Three-Link Segment with Twist Angle,       

 
 

Table 3: D-H Parameters for Six Segments 

Tw(1,0,0,0) 

Link             

1 25 90  0 15  

2 25 90  0 15  

3 25 90  0 15  

4 25 90  0 15  

5 25 90  0 15  

6 25 90  0 15  

 
 

Table 5: Result NOAP for Six DOF 

Variable Twist Angle,   = 90° for each joint module  

M
o

d
u

le
 

Position 
(mm) 

Orientation (°) 

            
Yaw,   

               

Pitch,   

                   

           

Roll,   

              

                   

           

J
1 2

4
.1

 

6
.5

 

0
.0

 

15.0 0.0 90.0 

J
2 4

7
.5

 

1
2

.7
 

6
.5

 

15.0 -39.4 180.0 

J
3 7

1
.7

 

1
2

.5
 

1
2

.7
 

-0.5 -45.0 -86.0 

J
4 9

6
.7

 

1
2

.7
 

1
2

.5
 

0.5 134.7 3.8 

J
5 1

2
0

.8
 

1
9

.4
 

1
2

.7
 

15.5 -6.5 93.8 

J
6 1

4
4

.1
 

2
5

.4
 

1
9

.4
 

15.5 -6.5 -176.3 

 
Table 6: Result NOAP for Six DOF 

Variable Twist Angle,   = 360° for each joint module  

M
o

d
u

le
 

Position 
(mm) 

Orientation (°) 

            
Yaw,   

               

Pitch,   

                   

           

Roll,   

              

                   

           

J
1 2

4
.1

 

6
.5

 

0
.0

 

15.0 0.0 0.0 

J
2 4

5
.8

 

1
9

.0
 

0
.0

 

30.0 0.0 0.0 

J
3 6

3
.5

 

3
6

.6
 

0
.0

 

45.0 0.0 0.0 

J
4 7

6
.0

 

5
8

.3
 

0
.0

 

60.0 0.0 0.0 

J
5 8

2
.4

 

8
2

.4
 

0
.0

 

75.0 0.0 0.0 

J
6 8

2
.4

 

1
0

7
.4

 

0
.0

 

75.0 0.0 0.0 
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Figure 5: Gait Motion for Variable Twist Angle α at XY Axis 
 

 
 
 

 
 
 
 
 
 
 

 
 
 

Figure 6: Gait Motion for Variable Twist Angle α at XZ Axis 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: XYZ View 
 
 
 
It is shown that spiral configuration of hyper redundant or 
snake robot can be built by adding rotation of 45° into variable 
twist angle in every module such as in Figure 8. This spiral 
shape is very important for gait motion [7] intended to climb 
tree or any round object. Using the twist angle value of 360° 
will give planar curve of snake robot configuration useful for 

serpentine motion useful surface robot locomotion. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 8: Variable Twist Angle for 18 DOF 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: Four Type of Angle of Flexible Hyper Redundant 
Robot with Variable Twist Angle α 

 

 

 

 

 

 

5 CONCLUSION 

Denavit-Hartenberg (D-H) is an accepted robot modeling 
technique since 1950’s. It is being used successfully to model 
Six degree of Freedom modern industrial robot in industries. 
Since the current trend of robotic is to move toward the ser-
vice and military application which requires robot in great 
number of degree of freedom deviate from a standard six de-



 

 

gree of freedom, a new mathematical modeling is required.  
 

This work shows the improvement of Denavit - Hartenberg 
usage in robot modeling which reduce the computational bur-
den. Normally one degree of freedom robot requires one arm 
matrices as proposed by D-H method. This research proposes 
the compression of four degree of freedom robotic system into 
single module M. The robustness of Denavit Hartenberg is 
retained while improving the computational efficiency. The 
outcome of this work is lay foundation for the new robotic era 
that mimic biological creature such as snake robot which pos-
ses a high number of degree of freedom. The spiral gait mo-
tion for climbing or planar surface locomotion can be achieved 
easily by employing the incremental twist angle or constant 
value of 360° of twist angle. 
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Experimental Study in the Process Parameters in 
Laser Percussion Drilling 

 
B. B. Satapathy, J. Rana, K. P. Maity, S.Biswal

 

  

Abstract—In order to service and grow in the present day of global competition, every manufacturing concern focuses mostly on two factors i.e. 

productivity and quality. Laser drilling is a popular non-traditional machining technique for producing large numbers of cooling holes of various 
sizes (less than mm diameter) and angles in modern aerotech components such as turbine blades, injector nozzles, and combustion chambers. 
Although the productivity of microhole in very high, the quality of hole (straightness, circularity, aspect ratio, heat affected zone, micro-crack spat-
ter rate etc.) is poor due to unique nature of the process. In the present paper experimental investigation has been carried out using Taguchi’s L9 
orthogonal array technique to optimize the main laser and process parameters to get a quality hole in case of in plane carbon steel specimen. 
Pulsed Nd: YAG laser beam has great ability for micro-machining of plane carbon steel materials because of high laser beam intensity at low 
mean beam power, good focusing characteristics due to very small pulse duration and less heat effected zones. The quality characteristics such 
as aspect ratio (depth / diameter), heat affected zone, spatter deposition, hole circularity are studied though scanning electron micro-scope 
(SEM). The specific advantages of this Taguchi’s technique of optimization are that with a very less number of experiments, optimization is possi-
ble.  

 
Index Terms: Aspect ratio, Drilling rate Hole circularity, HAZ, Laser drilling ,Optimization, , Taguchi’s technique,  

——————————      —————————— 

1 INTRODUCTION      
The automobile, modern aerospace manufacturing units has 
been using Laser drilling to produce cooling holes of various 
sizes in turbine blades, nozzles guide vanes, combustion 
chamber etc. The high intensity laser beam falls on a very 
small area, the target materials gets heated, melted and vapor-
ized due to the pressure of assist gas, the mechanism of mate-
rial removal involves both vaporization and melt ejection re-
sulting in conical hole with lot of spatter deposition on the 
hole periphery at the top surface. The word laser is an acro-
nym for ‘Light Amplification by Stimulated Emission of Radi-
ation’. It has the capability to deliver the energy in order of 106 
W/cm2, and can be varied over a wide range of temporal and 
spatial distribution. Moreover, the laser light is highly coher-
ent and monochromatic in nature. Materials processing makes 
the use of the thermal and photonic effect associated with the 
interaction of laser beam with various engineering materials. 
Being a noncontact, inertia less tool, laser has tremendous po-
tential in improving the processing speed. 
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                           Fig.1. Laser drilling set-up. 
 

The laser machining is based on the interaction of laser 
light with the outer most atoms of solid matter (opaque). 
Because of complex process, a small amount of material is 
removed from the surface of the solid. In both the cases, 
short to ultra short laser pulses when applied to the solid 
body, a small amount of material is removed in a controlled 
way. Keeping in view of the potentiality of the laser drilling 
process, the present work has been planned in this area.  
Low et al [1] studied the Characteristics of spatter for-
mation under the effect of different laser parameters during 
laser drilling. Guo et al [2] developed spatter free laser drill-
ing of alumina ceramics based on gel casting technology 
and new laser micromachining technique using a mixed 
mode ablation. Wang et al [3] experimentally studied the 
effect of assist gases such as oxygen, argon and nitrogen on 
the speceman. Schoonderbeek et al [4] micro structures of 
recast layer and reported that these are independent stud-
ied the influence of pulse width on the quality of hole using 
a excimer laser. Nedialkov et al [6] investigated “Laser 
drilling of AlN ceramics using nanosecond pulses, also sim-
ilar type of work are found in [5] N.N Nedialkov et al. 

mailto:bbs_pkace@gmail.com


 

Campbell et al [7] analyzed the ultra short pulse laser mi-
cromachining parameters for optimization of shallow hole 
drilling. Naeem, et al [8] developed “Laser percussion drill-
ing of aerospace materials using high peck power fiber de-
livered 1 Amp – Pumped pulsed Nd – YAG Laser. 
Ghoreishi et al [9] analyzed “Optimization of effective fac-
tors in geometrical specifications of laser percussion drilled 
hole. The present paper deals with experimental investiga-
tion of laser and process parameters using SEM analysis for 
quality optimizations such as hole circularities, heat affect-
ed zone and aspect ratio, spatter deposition on a medium 
carbon steel specimen.   G. Taguchi, [10] “Introduced Quali-
ty Engineering the appropriate S/N ratio for these quality 
characteristics (circularity) is “smaller the better” and” 
higher the better. 

2   EXPERIMENTAL DETAILS: 
A steel plates of 50 mm long, 15 mm wide and 5 mm 
thick were used for the drilling operation. The main fac-
tors (air flow rate, pulse frequency, pulse width)     are 
considered to characterize laser-drilled hole. The speci-
men was mounted on the platform with the arrange-
ment to regulate the flow of assist gas and the laser 
beam was focused with a lens of focal plane as shown in 
Fig.1. A set of holes were drilled on one longitudinal 
surface of the specimen following Taguchi’s L9 orthogo-
nal array. Three controllable parameters such as pulse 
width, pulse frequency and air flow rate were varied as 
presented in Table 1. 

Sl. 
No 

Parameters Unit 
Low 
level  

Medi-
um 

level 

High 
level  

1 Pulse width s   500    700  900 

2 
Pulse   
frequency 

  s-1    1      2      3 

3 
Air flow 
rate 

lit/min      5     15     25 

 
When a laser beam is focused in to the work piece surface, a 
portion of the beam is absorbed on the surface and some 
part is reflected back which depends upon the nature of 
surface finish and wave length of laser beam. The photons 
of absorbed laser beam interact with the outer most atom of  
the work piece surface and heat is developed. Because of 
the focused and high energy density of the incident laser 
beam, a portion of the work piece material gets melted and 
vaporized. In principle, laser drilling is governed by an 

energy balance between the irradiating energy from the 
laser beam and the conduc tion of heat into the work piece, 
the energy losses to the environment and the energy re-
quired for phase change in the work piece. The mechanism 
of the laser drill- ing process is explained with the help of 
the Fig.1(a). 

 
           Fig.1 (a). Laser drilling process. 

 
 

 
              Fig.2. Mechanism of Laser Drilling. 

 
 

The same optimum result can also be obtained by only 9 set 
of experiments following Taguchi’s L9 orthogonal array. The 
Taguchi’s method requires both analysis of mean response 
(output value) and analysis of variance using appropriately 
chosen  “signal to noise (S/N) ratio” derived from a quadrat-
ic loss function. In the present experimental work, three out-
put parameters i.e. hole circularity; aspect ratio and drilling 
rate were studied. The error of hole circularity is decided by 
the difference of radial distance between the minimum and 
maximum inscribing circles. That means smaller the differ-
ence, better will be the circularity. Therefore, the appropriate 
S/N ratio for these quality characteristics (circularity) is 
“smaller the better” and is given by: 
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For a better quality hole, the aspect ratio (depth/diameter) 
should be as high as possible. Similarly for higher productivi-
ty, the drilling rate should be higher. Therefore, the appro-
priate S/N ratios for these two quality characteristics are 
“higher the better” and is given by:
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            The various steps in this technique are: 
o                -  The output parameters to be optimized.  

-  The levels of controllable and uncontrollable parameters 

    are idetified.  

-  The orthogonal array matrix is prepared.  

-  Experiments are performed as per orthogonal array matrix. 

-  Using the experimental observation, average output parameters 

for each set of process parameters and appropriate (S/N) signal 

to noise ratios are determined.  

-  The data are analyzed through a set of graphs to obtain the 

optimum level combination of parameters. 

  
3.  RESULTS AND DISCUSSION. 
The present study involved investigation of various charac-

teristic associated with pulsed Nd-YAG laser drilling using 
processing of the metal. After the drilling operation, micro-
graphs of the top surface of the holes were taken using 
scanning electron microscope (SEM) to show the circularity, 
heat affected zone .A transverse section is made near the 
diametral plane of the micro-hole after polishing the cut 
surface of the micro hole, the different parameters such as 
hole diameter, thickness of Heat affected zone, approximate 
depth etc. were measured under a scanning electron micro-
scope. The side view of few micro holes is also presented. 
The measured parameters are presented in Table.2 and av-
erage values of output parameters such as aspect ratio 
(depth/diameter) thickness of heat affected zone and corre-
sponding S/N ratio are calculated and presented. 

 
 

Pulse width = 500 µs, 
Number of pulse per second =3, average power = 1.7 W, 
Air flow rate =5 lit/min, time = 20 sec. 

 
Pulse width = 700 µs, 
 Number of pulse per second = 3,average power = 2 W, 
Airflow rate = 15 lit/min, time = 20 sec 

 
Pulse width = 900 µs, 
Number of pulse per second = 3, average power = 3 W, 
Airflow rate = 25 lit/min, time = 20 sec. 
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Fig 4 .Super imposition  of 9 different predicted hole 
contours for comparision . 

 

Fig.4 shows the different isotherm by changing 
parameters and all the 9 isotherm in a single graph 
respectively.  
 
Table – 2: Process parameters and corresponding  
output with S/N values. 
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It clearly shows from the table-2 that hole of high 
aspect ratio is possible  for a pulse width of 
500µs(lowest), pulse frequency of 3(highest) and with 
average power of 1.7 W. A good quality hole is simply 

represented by higest aspect ratio. That means micro 
hole having less diameter with higher depth. It is 
observed from the Taguchi’s parametric optimization 
technic that a deper and narrow hole can be possible 
by lesser pulse width and higher pulse frequency. The 
reason is obvious because, lesser pulse width does not 
allow much time for the heat to diffuse into the 
neighbouring metal matrix, and  higher pulse 
frequency  frequency favours higher vapoization/ 
melting  rate compared to lower pulse frequency. 
 

4   CONCLUSIONS 

The following conclusions are obtained from this experi-
mental work:  

 To obtain a best circular shaped hole, the optimum com-
bination of process parameters is: pulse width, 500 µs; 
pulse frequency, 3; and assist gas flow rate, 5 lit/min. 

 High productivity and high quality cannot be obtained 
simultaneously. One has to make a compromise between 
these two. 

 The optimum combination of process parameters for high 
drilling rate and high aspect ratio is: pulse width; 700 µs, 
pulse frequency; 1 and assist gas flow rate; 15 lit/min. 

 The hole taper varies widely which is obvious from the 
wide variations of aspect ratios. (i.e. from 2.107 to 7.215) 
Taguchi’s parametric optimization technique is a simple 
and economic tool to decide the optimum combination of 
process parameters for obtaining best results from any 
experiment or process. 
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Abstract Small and Medium Industries are important to almost all economies in the world, particularly to developing countries and, within that broad 

category, especially to those with major employment and income distribution challenges. They contribute to the output and creation of jobs; also 

they are a nursery for the large firms of the future. Hence, this paper seeks to explore further on findings from previous research work which ex-

perimentally investigates the viability of digital and rapid prototyping in small and medium scale ceramic industries. The findings from the re-

search revealed that digital and rapid prototyping are viable in reducing development time and improving prototype accuracy; however, the re-

search shows that rapid prototyping is an expensive approach and thus, proposed conventional method of prototyping (hand turning and carving) 

to be still valid in small and medium ceramic industries. Therefore, based on these findings, this further research seeks to explore how digital pro-

totyping can be used to enhance conventional method of prototyping. Rather than replacing conventional method with digital and rapid prototyp-

ing, this research tried to enhance the conventional method by integrating it with digital prototyping. The findings from this further research re-

vealed that the conventional method of prototyping can be enhanced by integrating digital prototyping (3D CAD model) into development process 

as this will help designers/carvers to visualize products digitally throughout product development process, thereby communicating the whole con-

cept and idea being proposed. Also, this will build their creative skills and make them think “outside the box” thereby making them capable of pro-

ducing innovative and exclusive prototypes/products. 

Index Terms— Ceramics, Computer Aided Design, Digital and Rapid Prototyping, Hand Turning and Carving, Pottery, Small and Medium Industries. 
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1 INTRODUCTION                                                                     

mall and Medium Industries (SMIs) are important to almost all 
economies in the world, particularly to developing countries 
and, within that broad category, especially to those with major 

employment and income distribution challenges. They contribute 
to output and creation of jobs; also they are a nursery for the large 
firms of the future. SMIs are, on average a good deal less compli-
cated structurally than are corporations and other large firms. 
Small and medium ceramic industries are firms that manufactures 
structured clay products, e.g. pottery, clay roof and floor tiles, clay 
bricks, e t c [1]; however, this research will focus on pottery wares 
(such as table wares, kitchen wares, and decorative wares). Pottery 
products play a very important role in our daily life. This is be-
cause, apart from their decorative look, they are primarily hygiene 
products. This is one of the chief reasons for their wide usage in 
homes etc. Therefore, pottery is seen as a sector which is able to 
generate local community economy as well as nation’s economy. 

The pottery industries has a long history, with the first instance 
of functional pottery vessels being used for storing water and food, 
being thought to be around since 9,000 or 10,000BC. However, the 
industry has been modernizing continuously, by newer innova-
tions in product design, quality etc. Hence, the sector has a multi-
business potential that are yet to be fully explored. Thus, this paper 
seeks to investigate how small and medium scale pottery indus-
tries can be enhanced with the application of digital prototyping. 
The research is a further study on findings from previous research 
work which experimentally investigates the viability of digital and 
rapid prototyping in small and medium scale ceramic industries. 
The findings from the research revealed that digital and rapid pro-
totyping are viable in reducing development time and improving 
prototype accuracy; however, the research shows that rapid proto-
typing is an expensive approach and thus, proposed conventional 

method of prototyping (hand turning and carving) to be still valid 
in small and medium ceramic industries. Therefore, based on these 
findings, this further research seeks to explore how digital proto-
typing can be used to enhance conventional method of prototyp-
ing. Instead of replacing conventional method with digital and 
rapid prototyping, this research tried to enhance the conventional 
method by integrating it with digital prototyping. The findings 
from this further research revealed that the conventional method of 
prototyping can be enhanced by integrating digital prototyping 
(3D CAD model) into development process as this will help de-
signers/carvers to visualize products digitally throughout product 
development process, thereby communicating the whole concept 
and idea being proposed and also help them to identify possible 
faults at the early stage of product development. Application of 
digital prototyping will also improve the prototype accuracy, build 
designers/carvers creative skills and make them think “outside the 
box” thereby enhancing them to be capable of producing innova-
tive and exclusive prototypes/products. 

 2 Computer Aided Design 

Computer Aided design (CAD) also known as Computer Aided 
Design and Drafting (CADD) is the use of computer technology for 
the process of design and design documentation [2]. The use of 
computer aided tools has impacted significantly in the execution of 
technological innovation in almost all spheres of industrial design 
products development. Computer aided designs (CAD) in 
ceramics production has been expressed through conceptualization 
of ideas to realization of processes  in the production of ceramics 
prototypes that utilize drawing seed, quality production, quick 
modifications, production innovation, cost and time effectiveness 
[3]. The scope of CAD tools has been extended to include the whole 
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spectrum of design initiation and decision making through to 
technical design, with the subsequent link to the production plant 
and machinery [4]. The application of CAD as tools in ceramic 
prototyping includes digital and rapid prototyping. 

2.1 Digital Prototyping 

Prototyping is a fundamental design initiation which involves the 
construction of working models of conceived products for mass 
production [5]. A prototype is the first or original example of 
product that has been or will be copied or developed; it is a model 
or preliminary version [6]. Digital prototyping helps product 
developers to design, iterate, optimize, validate and visualize their 
products digitally throughtout the product development process 
[7]. Companies often adopt digital prototyping with the goal of 
improving communication between product development 
stakeholders, getting products to market faster and facilitating 
product innovation. Some of the CAD softwares used by designers 
for digital prototyping includes; AutoCAD, Siemens NX CAD, 
Auto desk Algo, Solidworks, Auto desk Inventor, Iron CAD, 
EPLAN Platform, Pro ENGINEER, Solid Edge, Catia. 

2.2 Rapid Prototyping 

Rapid prototyping is the automatic construction/fabrication of 
physical objects directly from CAD data sources, using additive 
maufacturing technology. These systems add and bond materials 
in layers to form objects, and they are known by the name additive 
manufacturing, additive fabrication, three dimensional printing, 
solid freeform fabrication (SFF) and layer manufacturing [8]. 
With this additive technologies, object can be form with any 
geometric complexity or intricacy without the need for elaborate 
machine setup of final assembly [9]. Also, rapid prototyping 
systems reduce the construction of complex objects to a 
manageable straight forward and relatively fast process. This has 
result in their used by engineers as a way to reduce time to market 
in manufacturing, to better understand and communicate product 
designs, and to make rapid tooling to manufacture those products. 
Surgeons, architects, artist and individuals from many other 
disciplines also routinely use the technology. 

3 PREVIOUS RESEARCH 

The previous research used Kelantan traditional pottery produc-
tion as a case study, it investigated and illuminate on the systematic 
process used by Kelantan Potters for production. This was 
achieved by several visit to three pottery centre in Kelantan and the 
outcome of this revealed how Kelantan potters create models by 
hand turning or carving the concepts in plaster (POP) using turn-
ing wheel [10]. However, despite the prodigious skills of the carv-
ers, the method never produced accurate models [11]. Therefore, 
the researcher proposed that replacing the conventional method 
with digital and rapid prototyping will help to reduce the devel-
opment time and also improve the prototype accuracy. In order to 
test the viability of this proposed method, digital method of prod-
uct development was developed which has four stages has illus-
trated in Fig. 1 below, after which the method was used to develop 
and produce a ceramic product (see Fig. 2). 

 

 
Figure 1: Digital method of product development 

 

 
Figure 2: Picture illustrating the product created using digital 

method 

The findings from this previous research revealed that digital and 
rapid technology is a viable tool for reducing development time 
and enhancing prototype quality (accuracy), producing exclusive 
designs and durable prototypes. However, the research shows that 
rapid prototyping is an expensive approach, and thus, proposed 
conventional method of prototyping (hand turning and carving) to 
be still valid in small and medium ceramic industries. Therefore, 
based on these findings, this further research seeks to explore how 
digital prototyping can be used to enhance conventional method of 
prototyping. 

4 FURTHER STUDY 

On the basis of these previous findings, further research was per-
formed to explore how digital prototyping can be used to enhance 
the conventional method by improving the accuracy and also help 
designers in producing exclusive designs. This was achieved by 
first developing exclusive “handle free mug” design.  

4.1 Design Stage (Using Solidworks software) 

During the design process, there were several iteration before final-
ly arriving at the final design (see Fig. 3). The first product idea 
produced was Design A, after which the design was improved on 



 

 

and the result of the improvement is design B. However, after vis-
ualizing the design, few adjustments were made which result to 
design C. Design C was first taken as the final design, but during 
testing and evaluation, some fault were identified which will pre-
vent it’s manufacturability. Therefore, these faults were addressed 
and this brought about the final design (D). This is one of the ad-
vantages of digital prototyping because, it utilizes drawing seed, 
quality production, quick modifications, production innovation, 
cost and time effectiveness [3]. Therefore with digital prototyping, 
designers can visualize design, explore design alternatives, verify 
suitability of design, test the manufacturability of the proposed 
design and virtually explore a complete product before it’s 
produced.  

A   B   

C    D  

       

   

Figure 3: Pictures illustrating the development of product idea 

4.2 Test and Evaluation 

After creating three dimensional design of the product, they were 
tested and evaluated at this stage to determind their manufactura-
bility. The test includes draft analysis which was done digitally 
using Solidworks software; the important of the draft analysis is to 
identify the possible fault that may prevent the model from de-
moulding during the casting process. Colours are used in draft 
analysis; green represents positive draft, red represents negative 
draft while yellow represents parts that needs draft. When the de-
sign draft was first analyzed, some parts were yellow which means 
they need adjustment for easy de-moulding (see Fig. 4). Therefore, 
the faulted parts were adjusted and re-analyzed (see Fig. 5). 

 
Figure 4: Draft analysis of design 

 

 
Figure 5: Re-Analyzed design 

After the draft analysis, the design was evaluated by showing the 
different projections and sectional views of the design (see Fig. 6). 
After which the evaluated design was printed and given to the 
carvers to produce the prototype using conventional method.  

 
Figure 6: Evaluated design 

4.3 Creation of the Model (using conventional method) 

Due to the extensive drawing given to the carvers, they got the 
clear view of the design and were motivated to produce the proto-
type using conventional method. After producing the prototype, it 
was evaluated. The evaluation revealed some imperfection at the 
edges of the conventional model. Therefore, in order to address this 
imperfection, template of the product were designed with 
Solidworks, printed to scale on a cardboard paper and the paper 
was cut to the exact shape of the template (See Fig 7). Then, the 
paper template was folded round the model (see Fig. 8) so as to 



 

 

guide in correcting the imperfection. After the corrections were 
made, the model was found to be almost 100% accurate (see Fig 9). 
The model was then used to create the plaster mould (Fig. 10) for 
mass production. 

 
Figure 7: Picture of the paper template 

 
Figure 8: Template folded round the model. 

 
Figure 9: Picture of the final model  produced with conventional 

method 

 
Figure 10: Picture of the Mould 

CONCLUSION 

Since building of rapid prototype from CAD model has been prov-
en to be expensive in previous research; this research revealed that 
the conventional method of prototyping can thus be enhanced by 
integrating digital prototyping (3D CAD model) into development 
process. This will help designers to explore design alternatives, 
verify suitability of design, test and evaluate design to identify pos-
sible faults. It will also help in visualizing products digitally 
throughout product development process thereby communicating 
the whole concept and idea being proposed. This will build de-
signer’s creative skills and make them think innovatively, thereby 
making them capable of producing good and exclusive products. 
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Performance Evaluation of Custom Power 
 Devices in Power Distribution Networks to  

Power Quality Improvement: A Review 
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Abstract—Power distribution networks are considered the main link between power industry and consumers and they are exposed to 

public judgment and evaluation more than any other section. Thus, it is essential to study power quality in distribution section. On the other 

hand, power distribution networks have always been exposed to traditional factors such as  voltage sag, voltage swell, harmonics and 

capacitor switching which destruct sinusoidal waveforms and decrease power quality as well as network reliability. These are the 

abnormalities which are imposed to the networks by the consumers resulting in bad effects on other consumers and the network 

equipment. Thus, power suppliers are committed to provide the consumers with a reliable power of acceptable quality. These goals are 

achieved by applying power electronic devices, called Custom Power devices, in power distribution networks to solve the problem of 

abnormalities which disturb power quality. The present study tries to introduce and compare different types of Custom Power Devices and 

explain their application and the simulation results show the role of these devices in power quality enhancement.   

Index Terms— Custom Power Devices, Distribution Networks, Power Quality, Voltage Abnormalities. 
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1 INTRODUCTION                                                                   

ower quality started to gain high importance for power 
supply companies and low voltage consumers since the 
late 1980s. In this regard, the power distribution compa-

nies tried to improve power quality following the consumers' 
requests. The reasons behind the increasing attention on this 
issue can be as follows: If a component fails, severe conse-
quence will emerge due to the complex interconnection of the 
systems- significant increase of harmonics in power systems - 
power supplier companies pay more attention to power quali-
ty due to increasing knowledge of the consumers about power 
quality issues- higher sensitivity of the existing electrical  
equipment  against the  different  kinds of disturbances mani-
fested in power distribution networks[1,2,7].Today,electrical 
equipment producers present their products based on the 
power quality level. Based on the available standards in this 
regard, development of power electronic devices and the of-
fered models to compensate for the variations in power distri-
bution networks aim to provide the highest level of power 
quality for the consumers. These power quality equipment’s 
are the power electronics devices which are connected togeth-
er either in series or shunt and their performance is monitored 
by an intelligent digital control system [3,4,9].    
 
 
 

 

2 POWER QUALITY 

Power quality is a term used to describe the rate of voltage 
quality in A.C power systems [7,8]. An ideal status for a power 
network is achieved when a balanced/undistorted three-
phase voltage with a sinusoidal waveform and constant mag-
nitude and frequency is delivered and any deviation from the 
ideal status is regarded as weakness in power quality. Electric-
ity consumers evaluate power quality based on its influence 
on the operation of their equipment and devices [2].  Since 
sensitivity to power quality disturbances varies from one de-
vice to another, different consumers show different perspec-
tives towards the delivered power quality. For example, varia-
tion in voltage magnitude may not disrupt operation of a 
heater. However, emergence of this phenomenon in any light-
ing device may lead to variation in the amount of produced 
light resulting in eyestrain. From the perspective of one con-
sumer, voltage variation is not considered a noticeable disrup-
tion whereas another consumer may consider this phenome-
non as an important disturbance in power quality. Therefore, 
it is difficult to identify a unanimous criterion for power quali-
ty.  Recently, extensive efforts have been made by other organ-
izations such as International Electro technical commission 
(IEC) and Institute of Electrical and Electronics Engineers 
(IEEE) to identify and classify various power quality disturb-
ances and set a limit for each of them. In this study, it is tried 
to introduce some methods applied to mitigate various types 
of power quality disturbances. Therefore, this paper presents  
a comprehensive survey of custom power devices for mitiga-
tion of Power quality problems. [5,6].    

2.1An overview of Power quality Improvement Methods 

There are some long-established methods to mitigate power 
quality disturbances. Since voltage sags and interruptions 
have been regarded as the most widespread type of power 
quality disturbance in the past, various methods have been 
proposed to confront these two phenomena , Motor-generator 
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sets (to confront interruptions) and Ferro resonance  Trans-
formers (to confront voltage sags of large loads) are among 
these methods [10,11]. Devices such as Load Tap Changing 
Transformers, line voltage drop compensators and shunt ca-
pacitors are common to solve the problem of long-term volt-
age changes. Surge arrestors are applied to protect against 
transient overvoltage’s . Passive filters are used to reduce the 
harmonic distortion level of current flow and network voltage. 
Technology advancement in power electronics has played a 
significant role in the emergence and evolution of power qual-
ity improvement devices .The following parts of the present 
study introduce some of these devices and explain how they 
operate[5,6,7].   

 

3 CUSTOM  POWER DEVICES 
Applying power electronic devices to improve energy 

transmission systems under the concept of Flexible AC trans-
mission systems (FACTS) is almost a widespread method. 
However, applying these devices in distribution systems has 
not been considered until recent years due to the expansion of 
distribution systems and absence of need to these devices. In 
the last two decades, high power quality has become essential 
due to significant expansion in the use of electronic devices at 
all levels of consumers .(industrial, commercial and domestic) 
and high sensitivity of these devices to various types of  power 
abnormalities. One of the power quality improvement solu-
tions is using FACTS devices in distribution systems with dif-
ferent application and controlling strategy which is proposed 
under the term Custom Power. In fact, reliability and power 
quality are the goals considered in distribution networks and 
these goals are achieved through Custom Power devices 
[12,13]. Applying custom power devices is one of the two 
ways for power improvement in shops, offices and houses 
.The other way is for the companies that develop the products 
being consumed in the distribution networks to improve their 
products. There are many reasons to use custom power devic-
es among which the following reasons can be pointed out [14]: 
most factors that damage power and influence sensitive loads 
are derived from the system itself. If the consumers' power 
quality issues are solved by improving performance of power 
production sources (distribution networks), the former can be 
given better services. Finally improving power quality 
through using custom power devices costs less than solving 
the problems of one or more specific customers. Fig.1 illus-
trates the application of FACTS devices as well as custom 
power devices [15,30]. 

 

 
     Fig. 1 Application location of  FACTS and Custom Power devices 

4 GENERAL CLASSIFICATION OF CUSTOM POWER DEVICES 

Generally, custom power devices fall into two main categories 
as shown in Fig. 2 . The first category contains those devices 
that do not need DC energy storage sources and are mainly 
applied as static keys in the system and play the role of or-
dinary circuit breakers and advantage of these switches 
than conventional mechanical switches is their high switch-
ing speed. Generally speaking, these devices are subcatego-
ries of solid state breakers(SSBs). Among these devices, 
solid state transfer switches(SSTS) are the most widely-
used and are usually located to back up sensitive loads and 
generally according to type and sensitivity of load , in addi-
tion to primary feeder , secondary feeder  is also required. 
[15]. Unlike SSBs, the devices that need DC energy storage 
sources have complicated power and control circuits. 
Moreover, these devices may be employed in applications 
such as compensating active and reactive power, eliminat-
ing harmonics and compensating for unbalanced voltage 
etc. These devices can undertake different roles based on 
their applications. For example, these devices can be ap-
plied as an active power filter for removing harmonics.  
This type of custom power devices falls into three groups: 
shunt( Distribution Static Compensator), series (Dynamic 
Voltage Restorer) and series-shunt(Unified Power Quality 
Conditioner). The following subsections elaborate on each 
of the three groups of custom power devices [16,31]. 
 

 
           Fig. 2 Types and configuration of Custom Power Device   

 

4.1 Distribution Static Compensator (D-STATCOM)  

 
Compensating for reactive power in a distribution network 

plays a crucial role in the power quality improvement, power 
factor correction and maintaining constant voltage distribu-
tion. Among the various existing conditioners, voltage control-
lers for voltage source converters quickly respond to reactive 
power demands. Thus, they are used for power factor correc-
tion and voltage regulation. Distribution static compensator 
(D-Statcom) is a type of VSC-based controllers regarded as an 
appropriate alternative for Static VAR Compensator( SVC) 
and they can take the capacitive reactive power current from 
the power system to produce reactive power [7,11].                 
D-STATCOM is used to compensate for power quality dis-
turbances such as unbalanced voltage, voltage drop and volt-
age variations that occur in a millisecond. In such a short time,    
D-STATCOM can inject active and reactive power into the 
system for sensitive loads compensation.Active power injec-
tion must be conducted through an energy storage system.           
D-STATCOM can operate like a synchronous voltage source 



 

 

which has variable phase and magnitude. In this case, the ter-
minal voltage is controlled leading to power factor correction. 
In addition, this device can be used as an active filter to elimi-
nate current harmonic [17,18]. When D-STATCOM is used 
along with a SSB and an energy storage source, it operates like 
an uninterruptable power supply (UPS) for short-term inter-
ruptions. Moreover, D-STATCOM can be used as an efficient 
device for voltage flicker compensation [10,11]. Fig. 3 illus-
trates the main function of a D-STATCOM. These functions 
are harmonic compensation for load, negative sequence cur-
rent and reactive current. D-STATCOM operates like a syn-
chronous condenser without mechanical inertia and controls 
fluctuations easily and quickly using its power electronics 
properties. As the D-STATCOM operates, line parameters are 
supervised permanently and compared with the optimal sig-
nal strength. Then, the required current and voltage are creat-
ed to eliminate disturbances. Thus, this device does not allow 
the load-created disturbances into the system. 

 
Fig. 3  Main Functions of  D-STATCOM 

 

It is worth mentioning that STATCOM was used for the first 

time in sawmills in England, Colombia and Canada to control 

flickers caused by large induction motors. D-STATCOM has 

the rating of 2 MVA and a load of 2.6 MVA with the power 

factor of 0.85. Voltage variations in these factories were caused 

by device current difference while cutting the logs. These   

current flow changes cause voltage variation at the point of 

common coupling( PCC). Using D-STATCOM eliminates these 

voltage variations [19,20,21,35].     
 

4.2 Dynamic Voltage Restorer (DVR)  

Dynamic voltage restorer is a powerful electronic device that 
can compensate for voltage sags and voltage swells caused by 
disturbances and is structurally similar to D-STATCOM and 
consists of three single-phase inverters and a DC bus. Howev-
er, a DVR's transformers are connected to a distribution line in 
series and controls magnitude and voltage phase of the two 
sides of load by injecting voltage into the network in a milli-
second. By using a D-STATCOM, it is aimed to protect sensi-
tive loads against negative effects of disturbing loads. Howev-
er, using a DVR aims to protect sensitive loads against dis-
turbances of the system. The main application of the DVR is to 
improve voltage sag and voltage sinking through three-phase 
voltage injection into the distribution network voltage in series 
or synchronously. In different applications and capacities, 
DVR is used with nominal capacity of 2-4 MVA to inject volt-
age of 0.3-0.5 per unit in 300-500 milliseconds. The nominal 
capacity of a DVR is calculated in the following way: 

       injectlDVR VSS                                                               (1)                                   

In which SDVR and Sl are the MVA ratings of DVR and load and 

Vinject is the injected voltage in pu.  For example, a DVR with 

the capacity of approximately 50% for sensitive load keeps 

load voltage for 98% of load losses based on the distribution 

system in 0.9 per unit. Another aspect to be considered in a 

DVR is its ability in injecting the required energy into the dis-

tribution system. Fig. 4 illustrates the power circuit of a DVR. 

It consists of four main parts: mainly a voltage source inverter 

(VSI) , an injection transformer, a passive filter and an energy 

storage [22]. 

 
                                   Fig. 4  Actual schemes of a DVR              

 

Designing the control system in a DVR is of high importance 

since it determines its response speed and how it can compen-

sate for voltage sag and voltage swell. Control circuits are 

used to analyze control signal timing parameters such as 

magnitude, frequency and phase shift that are injected by the 

DVR. The injected voltage is supplied based on the control 

signal and by means of the existing inverters on the power 

circuit. A DVR can determine the amount of voltage sag or 

voltage swell by measuring the network's three-phase voltage 

and comparing it with the reference voltage and then exerts 

the appropriate command signal into the power electronics 

converter. An AC/DC converter is a voltage-source-type con-

verter that produces the required voltage and injects it into the 

network through a series transformer. In the case that only 

short-term voltage variations are considered, using a DC ca-

pacitor as an energy restoration component suffices. However, 

a power supply must be used on the side of the DC converter 

if permanent voltage regulation and voltage distortion com-

pensation. Fig.5 is a simple illustration of a DVR on the distri-

bution network[23,24,25]. 

 
Fig. 5 an overview of a DVR and its Operation    



 

 

4.3 Unified Power Quality Conditioner (UPQC)  

A UPQC is the most comprehensive system for power quality 

improvement of distribution networks suggested so far. Struc-

turally, UPQC is a combination of a D-STATCOM and a DVR 

that are common in a short circuit. As illustrated in Fig. 6  .In 

fact, a UPQC comprises of two PWM-controlled converters 

that use one DC bus jointly.Two parameters of current and 

voltage are used as reference on the control circuit. In this 

structure, the parallel branch is responsible for load current 

harmonic compensation, reactive power compensation, power 

factor correction and no-load current correction. In contrast, 

the series branch is responsible for compensating for harmonic 

components of network voltage, correcting three-phase volt-

age unbalance, compensating for voltage sag and voltage 

swell, voltage flicker compensation and damping harmonic 

fluctuations between load and network [26,27,28,32].  
 

 
Fig.6 Schematic of UPQC  

 

Fig.7 shows a combination of series and parallel compensation 

in which network voltage harmonic is represented by a volt-

age source Vc and network current harmonic is represented by 

a current source Ic. In the consumer bus, a diode converter has 

been considered at the sample of voltage and current harmon-

ic production and sensitive loads have been connected to the 

harmonic in the same bus. The produced harmonics in the 

network influence the feeder bus and power supply source 

leading to distortion in the produced voltage.   

 
                 Fig.7 Combination of series and parallel compensation 

Adding a parallel active filter on the load side the UPQC re-

sults in universal power quality conditioning system (UPQS). 

Consequently, UPQS is derived from UPQC. The main goal of 

a UPQS is compensating for source voltage and load current 

faults such as line voltage sag and voltage swell, temporary 

interruptions, unbalance, flicker, reactive distortion and un-

balanced current. Fig.8 illustrates an overview of a UPQS used 

for power quality improvement and it contains a harmonic - 

generating load with parallel connection(diode and thyristor) 

and sensitive load. The feeder also has harmonic distortions. 

The p-q theory is used in controlling both the series and paral-

lel components [28,29,33]. 
 

 
 
                                       Fig.8 Overview of UPQS   

 

5 SIMULATION RESULTS   
 
5.1 D-STATCOM 
In this section, a D-STATCOM's performance in a sample dis-
tribution network is investigated using computer simulation 
through PSCAD/EMTDC software.  The sample distribution 
network includes linear, non-linear and unbalanced loads .The 
D-STATCOM's performance is investigated against one of the 
disturbances such as harmonic distortions. 

 
Fig. 9 Waveforms of current (KA) with the presence of D-STATCOM in 

the network A: Sum of  low voltage load current   B: Current waveforms 

feeder  loads  C: Injected current by D-STATCOM 

 



 

 

As illustrated in Fig. 9, the D_STATCOM has compensated for 

all lower order harmonic components of the load. 

 
5.2 DVR 

In this section, a DVR's performance in a sample distribution 

network is investigated. Fig.10 ,and Fig.11 shows the voltage 

of one of the phases' load with and without DVR. It is illus-

trated that a DVR is successful in compensation leading to 

power quality improvement in the distribution network. 
 

 
      Fig. 10 Voltage of one of the phases' load (A) with  and  without  DVR 

 

 Fig. 11 Voltage (Pu) of one of the phases' load (A) with  and  without 

DVR 

 

5.3 UPQC 

Fig.12 shows the waveform of PCC bus's three-phase voltages 

when subjected to a three-phase short circuit to the ground. 

According to Fig. 12, the occurrence of a short circuit in one of 

the buses leads to voltage sag. Fig.13 shows the waveform of 

PCC bus's three-phase voltages after compensation by a 

UPQC. Fig.13 shows that the UPQC has delivered balanced 

sinusoidal voltage to the load by the compensation. 

 
Fig. 12 Voltage sag resulted from occurrence of three-phase short circuit to 

the ground 

 
Fig. 13 Compensation of voltage sag resulted from occurrence of three-

phase short circuit to the ground 

 

The ability of these devices in power quality improvement 

against various disturbances has been compared and it is 

available in Table 1 in the appendix. 

 

6 CONCLUSTION  

     In this study, some quantities in power quality have been 

pointed out according to the IEEE and IEC standards. More-

over, application of custom power devices for improving these 

quantities are also mentioned. According to this study, D-

STATCOM is used in distribution networks to compensate for 

power quality problems such as unbalanced load, voltage 

drop, voltage fluctuation, unbalanced voltage and harmonic 

distortions. A DVR is responsible for voltage sag and swell 

protection , voltage balancing and compensating for voltage 

harmonic distortions while UPQC is responsible for compen-

sating for load current harmonic, reactive power compensa-

tion, power factor correction, correcting non-load current and 

regulating DC circuit voltage.  
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APPENDIX 

TABLE I 
ABILITIES  OF CUSTOM POWER DEVICES ON  POWER QUALITY     

IMPROVEMENT 

Type of 

device 

Voltage 

Sag 

Voltage 

Swell 

Transient Voltage 

fluctuations 

Harmonic Interruption 

D-

STATCOM 

- ∗  ∗  ∗  - - 

DVR ∗  ∗  ∗  ∗  ∗  - 

UPQC ∗  ∗  ∗  ∗  ∗  - 

UPQS ∗  ∗  ∗  ∗  ∗  - 

SA - - ∗  - - - 

SSTS ∗  ∗  - - - ∗  

SSCB - - - - - ∗  

APF - - ∗  - ∗  - 

SA= Surge Arrester, APF= Active  power filter 

 



Application of Binary Particle Swarm 
Optimization in Automatic Classification of Wood 
Species using Gray Level Co-Occurence Matrix 

and K-Nearest Neighbor 
Ahmad Fariz Hasan, Mohd Fairus Ahmad, Mohd Nasir Ayob, Shamsul Amir  Abdul Rais, Nor Hidayah Saad, Amar Faiz 

Zainal Abidin, Ali Abussal, Nur Anis Nordin, Syahrul Hisham Mohamad, Safirin Mohd Karis, Hazriq Izzuan Jaafar 

 
Abstract— This paper proposed an application of Binary Particle Swarm Optimization in automatic classification of wood species. The 

images of wood species are taken from Universiti Teknologi Malaysia’s CAIRO Wood Database which consists of 25 species. The features of 

the images are extracted using Gray Level Co-Occurrence Matrix. Then, Binary Particle Swarm Optimization is use to optimize feature 

selection and parameters related to it. The result indicates that the proposed approach obtained a better result compared to previous 

literatures with fewer features used as input for the classifier. 

 

Index Terms — binary particle swarm optimization; computational intelligence; gray level co-occurrence matrix; k-nereast neighbour; 
optimization; pattern recognition; wood recogniiton 

 

——————————      —————————— 

1. INTRODUCTION

UTOMATIC classification of wood species is not 
something new, there are numerous researches has 
been done on the area [1-14]. Based on our literature 

survey, researchers in Centre for Artificial Intelligence 
and Robotics (CAIRO), Universiti Teknologi Malaysia 
(UTM) and Computer Vision and Intelligent Systems 
(CVIS), Universiti Tuanku Abdul Rahman (UTAR) have 
done extensive researches on the performance of the 
automatic classification of tropical wood species. In this 
paper, we try to experiment with the application of 
Binary Particle Swarm Optimization (BPSO) [15] in 
features selections of Gray Level Co-Occurrence Matrix 
(GLCM) [16]. The objective is to investigate whether there 
is any improvement in classification rate if the features 
and parameters of GLCM used for classification were 
chosen by using BPSO. Optimized features not only 
improve the accuracy rate of the classification but also 
reduce classification time because only features that  

relevant are selected as input. The model proposed is 
taken from a literature [17]. The result obtained indicates 
that there is a slight improvement in the performance of 
the k-Nearest Neighbor classifier. 

2. STATE OF ART 

As mentioned earlier that CAIRO, UTM, itself had 
done extensive researches on this area. A literature by M. 
Khalid et al. [2] back in year 2008 is one of the earliest 
literatures written in this area. The authors proposed a 
system that covered the entire process of wood species 
recognition from hardware implementation for images 
acquisition to software implementation for automatic 
classification. For images acquisition, the author used an 
industrial monochrome CCD camera with a 
magnification tube. The acquired images are transferred 
to computer using interface card. The raw image is then 
preprocessed using several methods: high pass spatial 
filtering, contrast enhancement and histogram 
equalization. Then, GLCM is used to extract features 
from the preprocessed images. These features are used 
as inputs for the Artificial Neural Network (ANN) 
classifier to perform classification. The wood images 
obtained (better known as CAIRO wood database) by 
the literature has becomes a benchmark of other 
literatures that come after it. The CAIRO wood database 
also increase in term of the number of wood species 
covered as the researches progresses.  

R. Yusof et al. [6] proposed the use of Gabor Filter 
(GF) to multiply a single wood image into two images. 
This will create additional features for the GLCM to 
work with. The authors then extended the model in [10] 
by having a higher order GF to produce more additional 
images. The result obtained indicates improvement 
compared to [6]. 

Prasetiyo et al. [8] had done an extensive comparison 
of the performance of several features extraction 

A 
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methods and several classification methods. The features 
extraction methods used are GLCM, Linear Binary 
Pattern (LBP), Wavelet, Ranklet, Granulometry, and 
Law’s Masks. The classification methods used are 
Artificial Neural Network (ANN), k-Nearest Neighbour 
(k-NN), Support Vector Machine (SVM), Linear Discrete 
Classifier (LCD), and Quadratic Discrminant Classifier 
(QDC). The authors discussed the performance from two 
views: computation time and classification rate. 

In [13], M. Khalid et al. proposed an improved 
system based on multi-features extractor and classifier. 
The improved system proposed features extraction using 
both, Binary Gray Level Aura Matrix (BGLAM) and 
Statistical Properties of Pores Distribution (SSPD). The 
features extracted then are clustered into several clusters 
using K-Means and Kernel Discriminant Analysis 
(KDA). Two classifiers used in the literature are LCD 
and k-NN. In the same year, M. Khalid et al. [14] 
proposed the use of Genetic Algorithm (GA) in selecting 
the features as the input for the classifier. The paper test 
the performance of GA by using three feature extraction 
methods: GLCM, SSPD and BGLAM, and two 
classification methods: k-NN and LDA. It is proven that 
GA improves the performance of the system. 

Other than CAIRO UTM, Computer Vision and 
Intelligent Systems (CVIS) Universiti Tuanku Abdul 
Rahman (UTAR) also actively performing researches on 
the wood species recognition. In year 2007, Y. T. Jing et 
al. [1] proposed a hardware model of an embedded 
system of a computer vision based wood recognition 
system. As for initial finding, the authors decided to use 
Matlab for executing the proposed approach. The 
proposed approach consists of GLCM as features 
extraction method and ANN as classifier. The proposed 
approach is test using five species of tropical wood from 
CAIRO wood database. 

Then, Y. T. Jing et al. [3] proposed a one-dimensional 
GLCM algorithm in year 2008. Again, five species of 
tropical wood from CAIRO wood database are a part of 
the test database use by the authors. In a different 
literature [5], the same authors make a concise 
comparative study of implementation of two features 
extraction methods (GLCM and Gabor filters) and three 
classifiers (Verification-Based, k-NN and Covariance 
Matrix). In the same year, the authors proposed a 
rotational invariant GLCM algorithm for wood species 
recognition. The algorithm proposed that the features 
values are calculated based on the minimum value of the 
eight rotational variations of GLCM. 

There are also several literatures done by other than 
CAIRO UTM and CVIS UTAR. In year 2009, R. 
Bremananth et al. proposed a wood species recognition 
system that can identify 10 species of Indian wood 
species. The image acquisition is done using a consumer 
digital camera. Then, the acquired images are resized 
and conversions from RGB to grayscale are done. GLCM 
is use to extract statistical-based features from the 
images. A simple correlation method is use to classify 
the wood species. V. Piuri and F. Scotti [9] suggested a 
more complex system in performing wood type 
classification. The authors suggested the use of 
spectrometer, 473nm DPSS laser and long pass filter to 
acquired wood information at fluorescence spectra. The 

proposed approach able to recognize 21 type of woods 
use in the Woodtechnology Gmbh. 

A. Malik et al. [11] proposed wood species 
recognition by image segmentation method of the wood 
micrographs. Seven types of woods consist of five 
hardwoods and two softwoods are use as case study.  
The images acquired at a magnification of 1500 times 
from the original images. Then, several methods in pre-
processing are used to enhance and prepare the images 
for features extraction. The methods are median filtering, 
histogram equalization, thresholding, edge detection and 
dilation. The features extracted are parameters related to 
the tracheids of the wood: number of tracheids, average 
circularity of tracheids, average rectangularity of 
tracheids, average area per tracheid, and average 
distance between tracheids. The authors used several 
classification methods which are LDC, Logistic 
Regression, Naïve Bayes, k-NN, SVM, and ANN. 

L. Sun et al. in [12] proposed a new wood 
recognition method based on texture analysis. The 
images captured using Olympus SZ61TRC. The features 
extraction method proposed by the authors using Gabor 
wavelet while the k-NN is chosen as the classifier. 

3. MOTIVATION 
The motivation of having automated wood species 

recognition had been described in great details in [2]. In 
[14], GA is use to optimize the features selection process 
but ignore the parameters selection for features 
extraction and classifiers. This project attempted to use 
BPSO not only to optimize features selection process but 
also optimize parameters use in GLCM and k-NN. BPSO 
will find the best combination of GLCM parameters 
(d,bin) features and k-NN parameters (k). There are a 
few advantages of having optimized features and 
parameters of feature extraction method and classifiers. 
First and the most significant advantage is the 
performance of the proposed system is expected to 
improve. Second, the computation time taken should be 
lesser as the number of features selected is reduced to 
the minimal amount. 

4. METHODOLOGY 
The proposed model for automatic classification of 

wood texture is similar to [14, 17] where the model is as 
shown in Figure 1. The model consists of four main 
components: database of wood texture images, GLCM as 
features extraction method, k-NN as classifier, and BPSO 
as optimization method. 



  

 

 
Fig 1: The proposed approach 

4.1 Wood Texture Image 

The wood texture images are taken from the CAIRO 

wood database as mentioned in [2, 6, 8, 10, 13, 14]. There 

are 25 types of woods consist of the images of the woods 

textures. Figure 1 listed the scientific name and images of 

the wood species. The total number of images used in the 

experiment is 1250 images, 50 images per wood species. 
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Fig 2: Example image of each wood species 

4.2 Gray Level Co-Occurrence Matrix 

GLCM [16, 18-19] is use as feature extraction method 
for the proposed approach. GLCM table is tabulated 
based on the transition of the gray–level between the 
pixel of interest and its neighbors. GLCM consists of two 
parameters: θ, d, and bin. θ is the angle of between the 
pixel of interest and its neighbor. d is the distance 
between the pixel of interest and its neighbor. bin is the 
number of gray-level use. Instead writing the Matlab 
source code by our own, we choose to use source code 
provided by [20]. 

 

Table 1: Features extracted from texture image 

Feature 

Number 

Feature 

(mean, range) 

Feature 

Number 

Feature 

(mean, 

range) 

1, 2 Autocorrelation 23, 24 Sum of 

squares 

3, 4 Contrast 25, 26 Sum of 

average 

5, 6 Correlation 

(Matlab) 

27, 28 Sum of 

variance 

7, 8 Correlation [18, 

19] 

29, 30 Sum of 

entropy 

9, 10 Cluster 

prominence 

31, 32 Difference 

variance 

11, 12 Sum variance 33, 34 Difference 

entropy 

13, 14 Sum entropy 35, 36 Information 

measure of 

correlation 

(Info A) 

15, 16 Entropy 37, 38 Information 

measure of 

correlation 

(Info B) 

17, 18 Homogeneity 

(Matlab) 

39, 40 Inverse 

difference 

19, 20 Homogeneity 

[19] 

41, 42 Inverse 

difference 

normalized 

21, 22 Maximum 

probability [19] 

43, 44 Inverse 

difference 

moment 

normalized 

 
As stated earlier, BPSO is use to select optimized 

values of the parameters in GLCM. In this project the 
value of GLCM’s parameters can vary based on Equation 
(1) and Equation (2). While all possible θ values as in 
Equation (3), are used in the proposed approach. 
Therefore, for each value of d, and bin, GLCM algorithm 
can extract up to 44 features (as shown in Table 1). This is 
based on the approach suggested by [17, 20]. 

 
                       (1) 

 
                   (2) 

 
                      (3) 



  

 

4.3 k-Nearest Neighbour 

k-NN is used as the classifier due to its simplicity. 
Classifier k-NN classify a test data based on the majority 
class of the k-th nearest neighbor of the test data. If there 
is more than one majority class, the average Euclidean 
distance is use as a tie-break where majority class with 
smallest value of the average Euclidean distance will be 
chooses as the winner. In k-NN, there is only one 
parameter that need to be set by the user: k. Although, 
each possible value of k can be attempt to identify the 
optimal classification performance, the process is tedious 
and time consuming. Instead, BPSO can be used to find 
optimized value of k for a suitable range of time period. 
The proposed approach limits the value of k from integer 
value of 1 to 16 (as stated in Equation (4)). 

 

         and          (4) 

 

Each features selected by BPSO as input for the k-NN 

classifier will be normalize to the range [0, 1]. This to 

ensure all input features have the same weightage in the 

training and testing process. 

4.4 Binary Particle Swarm Optimization 

J. Kennedy and R. Eberhert introduce BPSO [15] in 

1997 as a discrete version of Particle Swarm Optimization 

(PSO). BPSO had been successfully employed in 

numerous engineering optimization problems such as 

routing problem in PCB holes drilling process [21], VLSI 

problem [22-24], and DNA sequence design problem [30]. 

BPSO differs slightly from PSO in two ways: each 

dimension of search space in BPSO can be either in the 

state 0 or 1, and the particle position is updated based on 

the sigmoid value of the velocity. In this project, each 

particle in BPSO represents a candidate solution of the 

optimization problem as shown in Equation (5). 

 
                        (5) 

 

where: 

 1st 2 bits for     (00 = 2, 01 = 8, 10 = 64, and 11 = 

256). 

 Next, 3 bits for   (000 = 1, 001 = 2, … 1111 = 8). 

 Next, 46 bits for features selections (1 = select, 0 = 

off). Bit 6 is for the first feature number, Bit 7 is 

for the second feature number, and so on. 

 Last, 4 bits for   in k-NN (0000 = 1, 0001 = 2, … 

1111 = 16). 

 
The fitness formulation of each agent or particle is as 
shown in Equation (6). This equation is better known as 
classification rate. 

 

     
        

 
    (6) 

where   is number of test data correctly classified, and   
is the total number of test data. 

The first step in executing BPSO algorithm is to 
set the BPSO parameters, as listed in Table 2. These 
values are initialized based on user’s desired values, and 
problem-dependent. Particle’s velocity,   and particle’s 

position, s, are randomly assigned based on the boundary 
of the search space. In this case, s can be either 0 or 1 
while   is usually clamped at the range of [-2, 2]. Each 
particle will propose a solution as model in Equation (5). 
Then, based on the proposed solution by the particles, 
relevant GLCM parameters value are used, and selected 
GLCM features are extracted from the wood texture 
images. These features then are normalized before use as 
inputs for k-NN classifier. The k-NN classifier will return 
the classification rate of the proposed solution by the 
particle. The process is repeated for all particles. After 
that, the particle’s personal best,  , and the swarm’s 
global best,  , are updated according to the condition in 
Equation (7) and Equation (8).  

 

  
     

  
      

        
  

  
      

        
  
   (7) 

 

      
       

         

  
      

         
   (8) 

 

Then,   is updated for next iteration, k for each bit, d, 

using Equation (9). 

 

   
        

          
     

           
    

    (9) 
 

Algorithm 1: BPSO Algorithm for the proposed approach 

01: Initialize all particles with a random position and 
velocity in the search space 
02: while stopping condition not met 
03:    for each particle do 
04:       Calculate the fitness of the particles using Equation 
(6) 
05:       if particle fitness better than previous   then 
06:          Set particle fitness value as new   
07:       end if 
08:       if particle fitness value better than the current 
  then 
09:          Set fitness value as the new   
10:       end if 
11:    end for 
12:    for each particle do 
13:       Update particle velocity according to Equation (9) 
14:       Update the particle position according to Equation 
(10) 
15:    end for 
16: end while 
17: Present   solution 

 
where   is the particle’s number.   ,   , and   , are 
random number of [0,1].    and    are cognitive 
parameter and social parameter, respectively. Next, s is 
updated using Equation (10) based on the probability of 
the normal distribution. The process of repeated of 
evaluation proposed solution of the particles offered to 
particles position updated are repeated until maximum 
iteration is reached, and the global best solution is 
presented. This can be summarized by Algorithm 1. 

 



  

 

   
     

       
 

   
    

   

      
 

       
   

   (10) 

 

5. EXPERIMENTAL RESULT AND 
DISCUSSION 
Table 2 shows the BPSO parameters and value 

chosen for the proposed approach. 5-fold cross validation 
method for training and testing is used to measure the 
performance of the proposed approach. At an instance, 
the ratio of testing and training data is 1:4. 

 
Table 2: BPSO parameters and their values for the 

proposed approach 

Parameters Value 

Inertia weight,   0.7 

Cognitive component,    1.42 

Social component,    1.42 

Random:   ,   , and    [0, 1] 

Velocity clamping,     2 

Number of iteration,   500 

Number of particle,   50 

 
Table 3 indicates the result obtained by [8] and 

ours. Although, the performance cannot be compare 
directly due to variance of experimental methodology by 
[8], it can be clearly seen that the application of BPSO 
reduces the complexity of experimental methodology 
required as all the parameters of the features extraction 
method and classifier are chosen autonomously and 
efficiently by BPSO. It can be also seen that BPSO able to 
reduce the number of features use as input for classifier 
by 91.58% (assuming all possible combinations of k, d, 
bin, and number of features in Equation (5) are used as 
inputs for classification). 

 
Table 3: Result obtained by [8] and ours 

Parameter Prasetiyo [8] Our

s 

  2 3 5 7 9 11 5 

                    

  1, 2, 3, …, 9, & 10 2 

    256 124 

Features 520 (4                124 

Accuracy  63.5 64.3 63.5 63.5 56.3 63.5 68.4 

 

6. CONCLUSION 
This paper introduces reader to the application of 

BPSO to optimize the process of parameters and features 
selection of GLCM and k-NN. The methodology of the 
proposed approach is explained in great details. The 
result indicates that there is potential for further study 
due to the good result obtained. Further study can be 
extended using different optimization strategies and 
different classifiers. 
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Abstract— This paper presented a comparative study of the application of two Swarm Intelligence algorithms: Particle 
Swarm Optimization and Firefly Algorithm in automatic camera calibration problem. The fitness function used in the camera 
calibration problem is based on the Kruppa’s equation. A case study from a dataset provided by Le2i Universite de 
Bourgoune is taken for benchmarking the performance of both algorithms. The result is compared with previous literatures. 
Result obtained from these algorithms indicates there is potential for further improvement.  

 
Index Terms— auto camera calibration; computational intelligence; firefly algorithm; particle swarm optimization; swarm intelligence;  kruppa 

equation; fundamental matrix. 

——————————      —————————— 

1 INTRODUCTION                                                                     

n camera auto calibration problem, provided essential 
matrix and fundamental matrix, intrinsic parameters 
can be found by minimizing the cost function. The in-

trinsic parameters are the aspect ratio and skew repre-
sents the principal point. This paper employed two 
Swarm Intelligence algorithms: Particle Swarm Optimiza-
tion and Firefly Algorithm in optimizing the intrinsic pa-
rameters by minimizing the cost function. The cost func-
tion chosen is the Kruppa’s equation.  

2 STATE OF THE ART 
Auto camera calibration problem required the algo-

rithm to find optimal combination of camera calibration’s 
parameters which keep the cost function at a minimal 
value. This problem is not a new problem where there are 
numerous literatures had attempted to solve the problem.  

Y. Zhang and Q. Ji proposed the application of GA for 
camera calibration in year 2001 [6]. Genetic Algorithm is 
use to optimize interior and exterior camera parameters. 
The experimental result use synthetic and real images.   

 

The author claimed that GA produced an excellent per-
formance in term of convergence, accuracy and robust-
ness. 

In year 2008, J. Z. Tao et al. proposed the application of 
Particle Swarm Optimization (PSO) in camera auto-
calibration process [1]. In the paper, the author decided to 
find only theaspect ratio of the intrinsic parameters 
which consist of    and    (focal length in pixels along the 
axes of the image). The skew,   is let to 0. While the other 
two intrinsic parameters:    and    are ignored based on 
recommendation by [2]. The fitness or cost function use 
in optimizing the parameters are as recommended by [3]. 

In the same year, K. Bilal and J. Qureshi investigate the 
application of several nature inspired optimization algo-
rithms in tuning the parameters in camera auto-
calibration. The algorithms use are Simulated Anneling 
(SA), Genetic Algorithm (GA), and PSO [4]. The main 
objective is to benchmark the performance of the algo-
rithms based on several criteria: algorithm efficiency, 
algorithm accuracy, algorithm reliability, and calibration 
error (at different noise level). The authors concluded 
that if the application requires reliability, GA would be 
more suitable. While if the application requires precision, 
SA or PSO can be use.  

On the following year, X. Song et al. proposed another 
implementation of PSO for single camera calibration [5]. 
A detailed experimental setup are explained in the paper. 
The result indicates that PSO provides satisfying calibra-
tion accuracy.  

J. Li et al. proposed a hybrid of GA & PSO in order to 
improve the accuracy of the camera auto-calibration [7]. 
The simplified Kruppa’s equation is use as cost function. 
The result indicates that the proposed approach pro-
duced 100% success rate compared to PSO (97%) and GA 
(98%).  
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3 MOTIVATION 

Motivation to use Swarm Intelligence (SI) algorithms 
to optimize parameters in camera auto-calibration prob-
lem had been mentioned concisely in [1]. J. Z. Tao et al. 
mentioned that SI better than the traditional optimization 
algorithms: 

Traditional optimization algorithms required initial 
value and sensitive to it. Most SI algorithms which based 
on Swarm Intelligence (SI) does not require initial value 
as the agent are randomly assigned in the search space at 
the initialization phase. Traditional optimization algo-
rithms have higher chance to trap in local minima. 
Swarm Intelligence algorithms have less chance to trap in 
local minima due to their stochastic nature. Traditional 
optimization algorithms required extensive knowledge 
on the mathematical foundation behind the optimization 
strategies. All SI algorithms are nature inspired which 
make them easier to relate to. The algorithms also do not 
contain many mathematical equations. 

Traditional optimization algorithms are more suitable 
to solve linear problem while SI algorithms can tackle 
both (linear and non-linear) problems quite well. 

In this paper, the implementation of SI algorithms has 
been extended to five parameters compared to three in 
[1]. Implementation of Firefly Algorithm (FA) on camera 
auto-calibration also never been done before.   

 

4 CAMERA AUTO-CALIBRATION 

The main objective of camera calibration is to obtain 
the intrinsic camera parameters for a given number of 
images. In auto-calibration, as the word suggested, the 
camera calibration does not require supervision by the 
user. The intrinsic matrix is as shown in Equation (1). 
 

    
     

     

   

    (1) 
 
where         is the skew ratio,    is the product of focal 
length and magnification factor,  . The magnification fac-
tor,   is defined by Equation (2). 
 

             (2) 
 
As suggested by previous authors [1, 3], a point,   is on 
the absolute conic case, vector        𝑧   satisfy Equa-
tion (3). 
 

          (3) 
 
Based on (3) we can then extend the work of [3], where 
now each point,   must satisfy Equation (4) or Equation 
(5). 

 
               (4) 

 
  𝜔        (5) 

 
While the dual absolute conic of 𝜔, 𝜔∗ is as Equation (6). 
 

𝜔∗         (6)   

 
R. I. Hartley in [3] simplified the Kruppa’s equation to 
Equation (7) where values of 𝑟 and 𝑠 come from diagonal 
matrix,   which is described as Equation (8). Column 
vector,   are   ,   , and   . Column vector,   are   ,   , 
and   .  

 
 

(7) 
 

  
  

             (8) 
 

 
By assigning each part of Equation (7) as 𝐽 , 𝐽 , and 𝐽 , 

we can obtained Equation (9) to Equation (11). 
 

 
                            (9) 

      
 

  (10) 
 
 

 
        (11) 
 

The optimized value of the parameters of intrinsic ma-
trix can be obtained by finding value of parameters that 
minimize Equation (12). 
 

 (12) 
 
where 𝑖𝑚 is number of images. Note that Equation (12) is 
use as fitness function for SI algorithms. 

5 SWARM INTELLIGENCE 

Swarm Intelligence is an emerging field in Computa-
tional Intelligence (CI) where all the algorithms are in-
spired by the cooperative knowledge of nature. All SI 
algorithms consists of three main components: initial 
random position in the search space, fitness comparison 
between the agents and agent trying to improve their 
fitness by learning from other agents. Most of the algo-
rithms differ on the third component where each algo-
rithm has different learning methods based on the nature 
it inspired from.     

One of the earliest SI introduced is PSO by J. Kennedy 
and R. Russell [8]. The movement of the flocking birds 
inspires the algorithm. The main gist of PSO is that the 
entire population will try to replicate their historical suc-
cess and in the same try to follow the success of the best 
agent in the population. The movement of the agents in 
the search space dimension shows this attempt.  

Firefly Algorithm was introduced by Xin-She Yang in 
2007 which fundamentally based on the mating behavior 
of fireflies [9]. Instead the entire population trying to rep-
licate the best agent success, agents in FA tries to com-
pare its fitness with its neighbors. It will try to improve 
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its fitness by learning from all agents that has better fit-
ness than it.    

For this experiment, both algorithms can be modeled 
using the same model. The proposed model suggests that 
the relationship of agent’s position, 𝒔  with intrinsic ma-
trix parameters can be generalized as Equation (13). 
 

𝒔                
    (13) 

 
Example, 𝒔                       means that the 2nd 
agent suggesting that the parameters of the intrinsic ma-
trix should be as follows:                      
          . Another point worth mentioning here is 
the selection of the fitness function. Fitness function is the 
function that the agents use to benchmark their proposed 
solution. This function must have a numerical value. As 
mentioned earlier, the fitness function of the SI algo-
rithms is as shown in Equation (12) which can be rewrit-
ten as Equation (14). 
 

           (14) 
 

6 MODELING CAMERA AUTO-CALIBRATION 

PROBLEM USING FIREFLY ALGORITHM 

The algorithm starts by generating initial population 
of agent, randomly. Here the agent is the firefly. The fire-
flies’ positions are evaluated using the fitness function in 
Equation (14). Light intensity, 𝐼  is formulated to be 
equal to the inverse value of the firefly’s fitness function 
as shown in Equation (15). 
 

  (15) 
 

From here on the algorithm will start looping until 
stopping criteria are fulfilled. For this study, maximum 
iteration, 𝑧 is chosen as stopping criteria where the algo-
rithm will stop when the iteration,   reached maximum 
iteration, 𝑧. 

For each iteration, each agent will move toward to 
other agent with greater light intensity. The movement of 
this agent is bounded by Equation (16). 

 
𝒔   𝒔      

     
 

 𝒔 − 𝒔       (16) 
 
where 𝑟 is the distance between two agents in Euclidean 
distance. Given agent 𝑚 and agent  , the Euclidean dis-
tance can be calculated using Equation (17). 
 

𝑟     𝒔 − 𝒔      (17) 
 
   is the agent’s attractiveness at 𝑟   .   is absorption 
coefficient.   is randomization parameter which in range 
[0,1].    is a vector random number taken from uniform 
distribution. 

 
 

Algorithm 1: Firefly Algorithm for camera auto-calibration 

01 Set fitness function,   𝒔  according to Equation (13) where 

𝒔   𝑠   𝑠      𝑠     

02 Generate randomly initial population of agent, 𝒔 where 

𝑚           

03 Find agent’s light intensity, 𝐼  at   using Equation (15) 

04 Define light absorption coefficient,   

05 while 𝑧    

06    for 𝑚 = 1 to   

07       for   = 1 to   

08          if 𝐼  𝐼  

09             Move agent 𝑚 towards   using Equation (16) 

10             Evaluate new solution using Equation (14), update 

𝐼 using Equation (15) and global best if necessary 

11          end if 

12      end for   

13   end for 𝑚 

14 end while 

15 Post process results and visualization 

 
The fitness of the new agent’s position is evaluated 

and the light intensity is updated. If the fitness obtained 
smaller than the global best record, the new fitness will 
become the new global best and the agent’s position is 
kept as the best solution found so far. 

7 MODELING CAMERA AUTO-CALIBRATION 

PROBLEM USING PARTICLE SWARM 

OPTIMIZATION 

Similar to FA where PSO starts by randomly assigned 
the particle position based on Equation (13). Then the 
particle fitness is calculated using Equation (14).    
 

Algorithm 2: Particle Swarm Optimization for camera auto-

calibration 

01  Initialize all particle by randomizing position based on 

Equation (13) 

02  while𝑧    

03     for 𝑚 = 1 to   

04        Calculate fitness for particle using Equation (14) 

05        if the particle fitness is better than previous    𝒔 then 

06           Set the particle fitness value as new    𝒔  

07  if the    𝒔 is better than previous    𝒔  

08 Set    𝒔  as new   𝒔  

09 end if 

10        end if 

11     end for 𝑚 

12     for 𝑚 = 1 to   do 

13        Calculate particle velocity according to Equation (18) 

14        Update the particle position according to Equation (19)  

15      end for 

16 end while 

17 Post process results and visualization 

 
Then the    𝒔  and    𝒔  will be updated if the particle 
has a better fitness value compared to the current    𝒔  
and    𝒔  values. Then, the particle velocity,   

    is up-
dated using Equation (18). 
 

  
    𝜔  

  𝑟      
 −    𝒔    𝑟      

 −    𝒔    (18) 
 
where 𝑟  and 𝑟  are random values [0,1],    is  cognitive 
component and    is  social component. After that, the 



 

 

particle position is updated using Equation (19). 
 

𝒔 
     𝒔 

    
      (19) 

 
The process is repeated until reaching the maximum 

iteration. The    𝒔  is taken as the best found solution. 

8 IMPLEMENTATION AND SIMULATION RESULT 

To compare the performance between the algorithms, 
the algorithms are tested using a dataset provided by 
Le2i Universite de Bourgoune [10]. The algorithm is writ-
ten in MATLAB environment and the simulation is per-
formed 10 times on a laptop equipped with 1.80GHz Intel 
Pentium Core 2 Duo processor with 2GB RAM. 

Table 1 listed out the parameters values of SI algo-
rithms used throughout this simulation.Both SI algo-
rithms used same values for common parameters for 
benchmarking purposed. Table 2 listed out the fitness 
value obtained from the simulation done.  
 

Table 1: Parameters of PSO and FA 

 PSO FA 

Common Parameters 

Number of agents, 𝑖 100 100 

Number of iterations,   1000 1000 

Number of computa-

tions 

10 10 

PSO Parameters 

Inertia weight, 𝜔 0.9 Not applicable 

Cognitive component, 

   

1.42 Not applicable 

Social component,    1.42 Not applicable 

𝑟 and 𝑟  Random [0,1] Not applicable 

FA Parameters 

  Not applicable 0.01 

  Not applicable 0.1 

   0.001 

 
Table 2: Fitness value obtained of PSO, FA and [11] 

 PSO FA Levenberg-
Marquart 

Best       
      

      
      

      
       

Worst       
      

      
      

Not available 

Mean                 
      

Not available 

Standard 
Devia-

tion 

      
      

     
      

Not available 

 
In [11], the author implements self-calibration method 

proposed by [12]. The optimization strategy use is 
Levenberg-Marguart Algorithm (LMA) which is suitable 
for non linear system. Result indicates that LMA produc-
es the best result, PSO at the second place, and FA in last 
place. The disadvantage of LMA is that it requires ini-
tial/rough estimation value of the intrinsic parameters 
while SI algorithms does not. From Table 2, it can be also 

seen that PSO is more accurate while FA is more precise. 
Table 3 listed the best and worst found parameters value 
of PSO, FA and LMA. The PSO and FA values are round 
up to one decimal point. 

From Table 3, one can notice that if the proposed value 
of the best found PSO being round up to nearest integer, 
it will produces the same result like LMA. In general, SI 
algorithms are really high precision-value algorithm. To 
solve this problem, the user usually defines the number 
of precision of the parameters values. 
 
Table 3: Parameters values proposed by PSO, FA and [11] 

 PSO FA Levenberg-
Marquart 

 
Best 

 
  

 
Worst 
 

  

Not 
applicable 

 

 

9 CONCLUSION 

This chapter introduces reader to the application of SI 
to find optimized values of the intrinsic matrix’s parame-
ters for pinhole camera. The methodology of the pro-
posed approach is explained in great details. The result 
indicates that there is potential for further study due to 
the good result obtained. Further study can be extended 
using different optimization strategies and fitness func-
tions. 
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A SmartInk: Mediator Solution of Technology 
Learning Dilemma for Digital Note Application  

Mogeeb A. A. Mosleh, Mohd Sapiyan Baba 
Abstract— This paper proposed a novel solution for technology learning dilemma found on current note taking application. SmartInk 

system prototypes implemented with specific mediation tools to improve technology research progress for transferring note taking into 

digital age. Technology learning dilemma was addressed here as one of critical issues exists in most developed tools of note taking 

application. Initial results of conducted experiments for evaluation SmartInk prototype proof the strong ability of systems in solving current 

problem in terms of system efficiency, effectively, and usability. Our conclusion drawing here that mediation tools can be developed by 

using the powerful of technology to bridge the gap between traditional tasks of note taking and digital environments without losing learning 

consistency. 

Index Terms— Digital Note, Educational Technology, e-Learning, Intelligent E-Learning Systems, Learning Development, Note Mediator, 

SmartInk, Simulations in Education, Technology Learning Dilemma.   

——————————      —————————— 

1 INTRODUCTION                                                                     

Note-taking is an important activity for supporting learning 
behaviours made by most people to record events and capture 
information for enhancing their memorization. Note taking is 
a shorthand process which allow large amount of information 
to be summarize and written on paper quickly. It is a complex 
human behaviour related to personal information manage-
ment with a variety of underlying mental processes, and cog-
nitive interactions [1]. Note taking research had begun early 
on 1920s, when Crawford performed experimental study to 
examine the impacts of taking notes during lecture on stu-
dent’s performance [2]. Education and learning theories re-
search reported that note taking process has two essential 
functions for supporting learner activities, encoding and ex-
ternal storage. Encoding is a function of note taking that im-
proves learning by affecting learner cognitive process and 
working memory. While, External storage is the produced 
notes which used to record information for reviewing pur-
poses [3],[4],[5][6]. Moreover, research found that taking notes 
improves the ability of learn, integrate, and capture knowl-
edge [7],[8],[9]. Furthermore, research reported that note tak-
ing improve students learning achievement and their aca-
demic performance because it is effect their recalling of exter-
nal memory [10][11]. In addition, research reported that about 
99% of students are writing notes, and 96% of them consider 
note taking as essential activity of their academic tasks 
[12][13]. 
Recently, technology was involved to change learning envi-
ronment by replacing the traditional learning tools with digi-
tal devices such as projector, lecture slides, etc. Technology 
had achieved well in serving learning and education area, 
however a slow progress of technology was made for transfer-

ring note taking into digital age. Unfortunately, note taking as 
education tool is still struggling to be existed traditionally, 
even we are in the middle of digital revolution [14],[15]. Ne-
cessity of transferring note taking into digital era is become 
more importance due the widely increasing of information 
resource while manual note taking become insufficient to 
process these huge amounts of information. Moreover, digital 
note is providing us with several advantages such as audita-
bility, legibility, portability, searchability, and extra functional-
ity such as ability for indexing, linking, and information ex-
traction. 

2 RELATED WORKS REVIEW 

2.1 Current Note Taking Tools 

Several note taking applications have been developed to sup-
port note taking process in digital environments with various 
criteria such as active learning, active reading, information 
assimilations, and collaboration tools, where we classified 
them based on user group targets and system functionality 
components. For example, active learning tools were designed 
to support user activities of taking notes during classroom 
such as StuPad, NoteTaker, Classroom Presenter, E-Notes, and 
DyKnow [16],[17],[18],[19],[20]. While other system is con-
cerned to support users for taking notes during reading in-
formation resources where annotation, highlighting, and add-
ing comments functions were got high consideration for 
elaborating resource materials such as DigitalDesk, XLibris, 
PapierCraft, Paper-Top –Interface, and InkSeine 
[21],[22],[23],[24],[25]. Furthermore, some developed tools 
were focused more about the learning gain of collaboration, 
and sharing notes between users such as Tivoli, Livenotes, 
CoScribe, and  NotePals [26],[27],[28],[29]. Additionally, sev-
eral tools were developed to facilities note taking in hand-
held, and Tablet PC devices for performing specific tasks such 
as creating map concepts, enabling offline learning, annota-
tion, sharing course structure, and semantic indexing 
[30],[31],[32],[33].  
Many research groups were participated to move note taking 
towards electronic formats, and advised the suitability of us-
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ing hand-held devices, Taplet PCs, and personal computers 
for note taking activities [16],[29],[34]. Hence, current note 
taking tools were widely diverse in their user targets, function 
components, interface layout, and their ways in achieving note 
taking tasks. 
Based on our review of current tools, We found  that current 
note taking tools not only fails in supporting the activities of 
taking notes, however they are surviving from several issues 
such as usability, mentality, and knowledge serving. Further-
more, developed tools were impacted learning features nega-
tively, and included some learning deficiency. In this study, 
we investigated most of developed note taking tools to dis-
cover the issues and problems in behind the failure of current 
technology in supporting note taker tasks. Investigated study 
was performed to examine current note taking tools with its 
effects on current user practice, and its effects on learning 
functions.  Although, there has been an increasing of note tak-
ing application over last decade, however current tools were 
miscarried, and failed to signify the traditional advantages 
and tasks of note taking. 

2.2 Research Problem 

Based on our review of current tools, We found  that current 
note taking tools not only fails in supporting the activities of 
taking notes, however they are surviving from several issues 
such as usability, mentality, and knowledge serving. Further-
more, developed tools were impacted learning negatively, and 
included some learning deficiency. In this study, we investi-
gated most of developed note taking tools to discover the is-
sues and problems in behind the failure of current technology 
in supporting note taker tasks. Investigated study was per-
formed to examine current note taking tools with its effects on 
current user practice, and its effects on learning functions.  
Although, there has been an increasing of note taking applica-
tion over last decade, however current tools were miscarried, 
and failed to signify the traditional advantages and tasks of 
note taking.  Since, focusing was given mainly in this study to 
address the technology impacts on learning practice of note 
taker, we investigated current note taking tools based on 
learning theories of note taker constrains and limitation. Our 
finding was drawn here that most of existing tools of note tak-
ing are suffering from various issues of learning insufficiency 
which summarized here under a term of technology learning 
dilemma. Actually, we found that this problem exists in pre-
ceding tools of note taking because of three main issues as 
described below. 
Linearity issues vs. Free Form: most if not all of developed 
tools were used a text editors for creating and editing note 
documents which leads to break freedom roles of note taker 
activities. Using keyboard for writing note in linear way was 
recommended by specific studies because of faster typing 
speed, and gain advantages of electronic notes [17],[35]. How-
ever, the free form tools are recommended by other research 
for supporting users to write their notes in flexible matters, 
and efficient way [24],[36]. This issue made developers to con-
fuse about the appropriate tool which is most convenience for 
taking notes either linear or free form tool. 
Confliction of traditional and digital advantages:  As dis-
cussed above, linearity and free form options were lead a con-
flictions issue to be occurred between the gain advantages of 

traditional and digital note taking.  This confliction occurs 
because the linear system is gain advantages of digital notes 
but linearity is impacted users current practice, and increased 
system inefficiency in terms of disturb users, reduce their at-
tention, and increase their cognitive load. Vice versa, users are 
habitually taking notes in a free form way which provided 
users with learning features by reducing user time and cogni-
tive load, and also supported user graphical familiarity fea-
tures where free form tools is caused to loss the advantages of 
representing note digitally. In contrast, this confliction in se-
lecting the main tool for creating notes leads to delay the pro-
cess of transferring notes into digital forms, and cause most 
developed application to fail in representing the note taking 
activities digitally. 
Learning deficiency: Accordingly, current technology is con-
tained some major learning deficiency which impact negative-
ly learning process. For example, a copy-past function had 
been reported its impact learning negatively because it allows 
note taker to copy the text without even reading it. Our find-
ing is agreed with similar research that using copy-past func-
tion on note taking application decreased the learner ability 
for memories knowledge well [14],[32]. Another example of 
learning deficiency is occurred in sharing feature, where stud-
ies reported that including such function in note taking system 
can be affected note takers to change their note taking behav-
iours, styles, and sometime lead other students to depend on 
active user notes instead of writing their own notes. Moreover, 
education research showed that sharing function is affecting 
the encoding function of note taking process which impacted 
learning outcomes [37],[38]. 
Specifically, we found that technology learning dilemma is 
exist in developed note taking tools because of many issues 
including the design decision mostly mad by system develop-
ers whom doesn’t related to education area, the design tools 
developed without special consideration about learning roles 
and theories, and most developed tools had not evaluated 
well.  

3 DESIGN DECISION 

The main objective of this work is to offer a limited solution 
for technology learning dilemma of note taking application, 
and to contribute with others research for allowing note taking 
process to take place in digital age. Thus, for accomplishing 
these goals we identified a set of key objectives for mediating 
note taking application as listed below: 
1- Solving the technology learning dilemma by designing 

specific tools to acquire maximum gain for both ad-
vantages of traditional and digital notes. 

2- Introducing the powerful of technology to mimic the con-
text of traditional notes, and to improve user gain learning 
functionality. 

3- Making the process of taking note with technology more 
realistic for simplify the transferring process of note tak-
ing tasks into digital age. 

3.1 SmartInk Mediator 

Consequently, a prototype SmartInk is designed to be inte-
grated with several tasks, where technology was employed 



 

 

here to mediate note taking tasks that had conflictions or 
learning dilemma issues. In this research we avoided to design 
any tools that caused learning deficiency such as copy past, 
auto-summarization, and sharing functions because they re-
quired extensive studies for getting the right design decision. 
Mediator note is used for providing changeover between tra-
ditional and electronic notes for utilizing the best advantages 
rather than trying to emulate each traditional task within digi-
tal note applications. Furthermore, SmartInk mediation tools 
was designed to provide user with the ability to create notes 
using handwriting with pen-based technology, where a back-
ground processes run to convert inked notes into digital form. 
Hence, using this technique is allowed both linearity and free 
form benefits to be gain. SmartInk was designed to allow users 
for entering their notes using free forms while transferring 
processes run in silent mode to generate electric copy of user 
notes. The SmartInk system is designed to generate the electric 
version of user notes automatically as illustrated in figure. 

3.2 SmartInk Design 

SmartInk system functions is delivered from user activities 
during note taking where we tried to implement these func-
tion to be similar as much possible with traditional activities. 
Table 1 is shown the list of developed functions of SmartInk 
system. 

Table 1: SmartInk Functions 
Functional require-
ments 

Specification Context Description 

Write notes Using handwriting for writing notes 

Handwrite drawing Drawing diagrams and shapes 

Annotation notes Using handwriting to annotate material  

Select note elements Select specific note elements. 

Erase note elements Delete word, sentences, and diagrams. 

Move note elements Change the location of note elements 

Highlight note ele-
ment 

Highlight specific note elements 

Search notes Search about specific note elements. 

Index, Tag, and link-
ing notes 

Ability to index, tag, or linking notes with 
other resources. 

Query  Initiate query operation 

Import lecture slide 
Include lecture materials for annotating 
and write notes. 

Access Notes Each user has account and data storage 
space. 

User  Login It’s a function of user authentication  

Access, Brows , and 
Navigate Notes 

Functions that support user to open spe-
cific folder, subject, and page notes to 
brows note contents. 
Also, Its functions that facilitate note 
browsing through multi page views, and 
display the suitable view for user re-
quests. 

 
Server-client and data repository models were used for im-
plementation SmartInk system architecture as shown in Figure 
1. The client server model is used here to specify the higher 
level of SmartInk abstraction for addressing the interaction 
process between user interface clients with data repository in 
sever side. We identified the client side here as note taker de-
vices, where server side represent the data service machine 
which contains the learning material, user notes, and lecture 

slides. Furthermore, client-server model of SmartInk was de-
signed to support parallel interaction with data repository for 
multiple users simultaneously. 

Figure 1. SmartInk Architectures models. 
Although, Data repository model is used to store a large 
amount of data such as user information scheme, user notes, 
lecturer material, and electronic resource material in a central 
repository of SmartInk server side for allowing users to access, 
control, and maintains their own data schema. In addition, 
data repository model included database structure, and meta-
data objects where database structure store user information, 
user authentication roles, and user activity events, and the 
metadata represent the properties and attributes of notes, form 
layout, and user note documents in XLM formats. 

3.3 SmartInk Implementation 

SmartInk prototype was implemented to work on Tablet PC 
devices with pen-based technology to achieve our key objec-
tives. Moreover, SmartInk prototype coded by using Micro-
soft C#.Net and Microsoft SQL server 2008. We selected C#. 
Net because it’s a platform independent language which can 
be integrated within various operating system, and Tablet 
devices. Also, Microsoft SQL server selected here because it is 
suitability of implementing SmartInk models for creation data 
repository schemes, manages user storages, and storing the 
various types of note files. 
Furthermore, several classes developed to implement Smar-
tInk functions and interaction process with note taker users 
including NoteDocument, NotePage, NoteElement, 
NoteTransformer, NoteViewer, NoteUser, XMLNote, and 
NoteAgent.  
The NoteDocument class is the superclass of SmartInk sys-
tem which responsible for adding, removing, and organizing 
note topics, subjects, pages.  
The NotePage class is a child of NoteDocument class which 
used to define the stored information in each page. NotePage 
is designed to be responsible for adding and removing note 
elements, keep information about page properties such as 
dimension, margins, and default page view.  
The NoteElement class is a child of NotePage which used to 
identify the note elements in each pages, it is used for storing 
note element such as handwrite text and diagrammatic with 
element properties such as type, location, and dimension of 
each element. 
The NoteTransformer class is a subclass of NotePage which 
responsible to track the user ink and to categorize user stroke 
components into shape, lines, paragraph, and chunks. Also, it 
is responsible to store ink note in data repository, where the 
ink note is converted into associated text note, and the dia-



 

 

grammatic shape is transferred into associated image. 
The NoteAgent class is a child of NoteDocument which in-
troduced here to perform special intelligent tasks that assist in 
improving system functionality and performance. It’s respon-
sible for introducing powerful tools of technology for devel-
oping SmartInk mediation tools. NoteAgent class is responsi-
ble for improving converting process of ink notes by provid-
ing users with built-in system dictionary and user dictionary 
for performing word converting process automatically such 
as autocorrecting, detecting misspelling words, and identify-
ing the abbreviation words, keywords, and indexed words. 
The XMLNote is a subclass of NoteTransformer which re-
sponsible for creating XML schema. It included several func-
tions to converting resulted note text into .XSD file, and to 
convert XSD file into appropriate SQL script for creating, and 
modifying the database repository schema. 
The NoteViewer is a subclass of NoteDocument which re-
sponsible to display the proper interface layout of user views 
such as colour, page grid, and highlight tools. The NoteUser 
class is also a child of NoteDocument class which responsible 
for creating and managing users and groups, and identifying 
their roles, permissions, and storage space with ability to re-
cord various user activities on system repository, and ability 
to manage the parallel user sessions. 
In addition, ADO.Net was used for integrating LINQ tools in 
our system to provide a high level of data abstraction for 
XML data and query operation. The primary purpose for us-
ing LINQ in SmartInk prototype was to unify and simplify 
the delegation between XML tools such as XQuery, XPath, 
and XSLT objects. 
In contrast, the transferring process of ink notes into XML 
files is considered the kernel of mediation strategy applied in 
this study. Besides, transferring process of ink notes into XML 
schema involved with several steps to generate the electric 
version of in XML format as shown in Figure 2. 

 
Figure 2. Transferring Ink note into Digital Note. 

3.4 SmartInk Interface 

Since, university, institute, and learning organization is re-
sponsible to support learner with all necessary facilities, 
equipment’s, and materials for learning process, we expected 
that organizations are responsible to afford a tablet device on 
learner place connected via networks to facilitate note taking 
process digitally during classroom. 
One of key objective solutions were to keep the current prac-
tice of traditional process unchanged as much possible for 
designing transparent interface of SmartInk system. Thus, we 

derived SmartInk prototype interface from traditional tools to 
offer probably the familiarity of traditional approach to sup-
port users with more confidently and comfortably tools of 
note taking. Similarly, Interface is designed based on recom-
mended of many research to use pen as a reliable input de-
vice with a tablet PC as paper surface without crowded ele-
ments of menus or toolbars to allow users to perform actions 
as quickly as possible[14],[20],[38]. SmartInk prototype initial 
interface is shown in Figure 3, where panel tools in left area of 
interface is designed to be autohide during writing notes. 

Figure 3. SmartInk Interface. 

In addition, SmartInk interface was designed to reduce the 
overload functionality and to avoid the inefficiency issues re-
ported which existed on most of previous system. On other 
hand, using pen with Tablet device give users a sense of con-
sistency, and reduce their activities if compared with other 
systems where they limited pen functionality for drawing, 
while mouse used for selecting and positioning, and keyboard 
used for entering text such as OneNote, DyKnow, EverNote, 
and NoteTaker. 

3.5 SmartInk Context Functions 

Several system functions are developed to mediate note taking 
activities within SmartInk such as creating, entering, erasing, 
moving, tagging, linking, highlighting, and searching tasks as 
described below. Microsoft Tablet PC API functions were used 
to implement SmartInk system functions. 
Creating, Adding ink notes:  users allowed entering notes 
simply by handwriting on Tablet device screen using pen tips 
as shown in Figure 4. Ink Collector object in NotePage class 
was used to manage and collect ink objects from digitizer. 
Moreover, InkCollector object implemented to capture ink 
input from system interface with efficient event sink to render 
this input in real time, and save strokes in associated Ink ob-



 

 

ject which used as input for recognition module. 

 
Figure 4. SmartInk note sample. 

Converting ink notes into text:  SmartInk prototype imple-
mented to allow the ink note to be converted into text file and 
XML file automatically. Divider object is used in SmartInk 
system to analyse the ink elements, classify them into a group 
of data strokes, and save the results of layout in DivisionRe-
sults objects. The Divider object is used mainly to improve the 
recognition process of note elements via categorizing ink ele-
ments into related components for separating the text and 
drawing objects. 

 

Figure 5. Divider Object Process Representation. 
Next, the Ink strokes of text objects are sent to the recognition 
engine module, where recognition module is design here with 
limitation to recognize English language only. RecognizerCon-
text object is run asynchronously to recognize a given collec-
tion of data strokes with two dictionary types Microsoft em-
bedded dictionary and user dictionaries. In case of recognized 
text is not identified in both dictionaries, the unidentified 
word is stored in text files normally, and user notification is 
set to remind user for identifying it properly. The user dic-
tionary is a file in data repository which identified mainly user 
abbreviation, shorthand word, and special user glossary 
words.  Using this approaches allowed SmartInk to guess the 
best matches word with alternative possibilities about words, 
with capabilities to break the alternate segments into separate 
words and perform autocomplete, and autocorrecting for ink 
notes automatically. Finally, the results from recognition algo-
rithm are stored in text file where each chunk is stored as text 
file, where XML file is generated to specify word properties 
such as coordinates, highlighted, indexed, and other XML at-
tributes. In addition, ink note, text note, and XML note files 
associated together with index value for storing, and manipu-

lating process, where each associated text file consider as an 
electric copy of original ink note file as shown in Figure 6. 

 
Figure 6. Demo for Ink note with generated text note. 

Saving ink notes in data repository: SmartInk is designed to 
save ink notes in a database to facilitate digital tasks document 
such as editing, searching, and querying. In SmartInk server 
side the database is designed to store both versions of ink and 
electric notes in two individual tables, they are ink_note and 
txt_note tables. The ink notes table contains a unique identi-
fier, the image data in fortified GIF persistence format, and 
length of data array.  While the associated text note table con-
tains unique integer index, the ink identifier, ink words in text, 
and chunk attributes such as the left, top, right, and bottom 
values of bounding box. A Useful metadata of ink notes is 
stored in database tables such as bounding box values, length 
of ink strokes, and other ink attributes such highlighted, 
bolded, indexed, tagged and underlined. 
Selecting Note element: Selection process is considered as the 
pre tasks for achieving specific tasks of note taking such as 
deleting, transferring, highlighting, tagging, and linking func-
tions. SmartInk prototype is allowed the selection of ink ele-
ments via pen tips, where InkOverlay object used to trace the 
selected area and return the strokes collection of user selec-
tion. The select process is designed to detect pen tips move-
ments by determine the beginning and ending of stroke loca-
tions. A bounded box appears on selected area with three op-
tions for user desired operation such as deleting, moving, and 
highlighting tasks as shown in Figure 7. 

 
Figure 7. Example for Selection process in SmartInk. 

Erasing, Highlighting, and Transferring note elements: The 
note element can be selected, sized, and handled appearance 
of four corners of bounding box to perform the note taking 
activities on note elements. After selecting elements, users can 
just simply strokes the pen tip on desired options for perform-
ing their tasks as represented in Figure 8. 



 

 

 

 

 

 

 

 
Figure 8. Examples for Erasing, Highlighting, and Moving note. 

Searching, and querying: Searching and querying about ink 
notes are considered as one of fundamental purpose of digital 
notes which supports users for accessing specific information 
through one or more documents quickly. SmartInk prototype 
was designed to store ink notes in a database table as dis-
cussed previously. SmartInk prototype is designed to support 
users for searching about specific topics, paragraph, and 
words either by note contents or creation dates. Searching 
process is allowed users to initiate search or a batch search for 
purpose of creating query index of ink notes. In addition, 
searching procedure is executed to retrieve the index, ink 
identifier, and matched words from text_note table. Then the 
index, and ink identifier is used to retrieve the related ink 
document files where the stored attributes of chunks is used to 
identify the position of retrieved words.  These functions is 
implemented with internal procedure in database to retrieve 
data fast, and display the results of found words in ink note 
files as shown in Figure 9. 

 
Figure 9. Example for Searching Process in SmartInk. 

3.6 SmartInk Evaluation 

Two combination evaluation approaches of survey question-
naires, and observation experiments were conducted for get-
ting user feedbacks about system usability, and for validating 
efficiency of SmartInk functions. Students from different ma-
jors with less diverse are volunteered to use SmartInk system 

during their classroom for taking notes for seven weeks. Total 
of 35 students were volunteered for purpose of evaluation 
SmartInk system, where volunteers were 23 male and 12 fe-
male, from Twintech University at Yemen [39]. The hardware 
devices used for evaluating SmartInk system inside classroom 
were various Tablet PC devices; we used two Acer Iconia Tab-
let Pc, two Compaq TC1100 Tablet Pc, and one iPad Tablet. a 
total of five Tablet devices used for evaluation SmartInk proto-
type, where the SmartInk system was customized by using 
MonoDevelop software ver. 3.0.6  to work on apple OS [40]. 
Normal PC with powerful performance is used as a server 
machine and connected with device via intranet network. Five 
students are selected to use SmartInk system with the pro-
vided Tablet devices for taking their notes during classroom 
for one week only. At the beginning of each week, short intro-
duction for ten minutes was given to the volunteers about us-
ing SmartInk in Tablet device for taking notes where volun-
teers had informed to take their notes by using English lan-
guage only.  Moreover, web based questionnaires is used to 
evaluate SmartInk usability based on System Usability Scale 
approaches [41]. In addition, server log files which contents 
the volunteer’s notes and their activities are used to observe 
the efficiency of SmartInk functions. 

4 DISCUSSION 

Evaluation experiments conducted here were designed to 
evaluate SmartInk system within two dimension, system us-
ability and efficiency.  
System Usability: Student feedbacks about SmartInk system 
were collected at the end of experiment period. SUS ap-
proached was used to calculate the usability scale of SmartInk 
system which considered as a simple and common approaches 
for giving usability scale as numerous value varied between 0 
- 100. Analysing data of student feedbacks, and calculated the 
usability score based on SUS approaches was showed an ex-
cellent scored resulted approximately 93.2%. This higher rate 
is giving to the system due the specific design which con-
strained to be similar with traditional tools in appearance and 
functionalities. Students were very satisfied about using Smar-
tInk to take their notes in Taplet PC devices. 
System Efficiency: Accordingly, evaluation SmartInk system 
functionality and performance is conducted by observing stu-
dents note contents and log events of user activities which 
stored in data repository. The server logs provide us with a 
very accurate and detailed summary about user activities and 
their usage including inked notes, electric notes, associated 
image diagrams, and user activities logs about usage functions 
such as create notes, highlight, erasing, tagging, and search-
ing. We compared the user note contents with generated sys-
tem note to evaluate SmartInk mediator efficiency. 25 ink note 
samples from different users with their electric text notes were 
selected randomly.  We compared the ink contents with gen-
erated notes and found that around 76% of ink notes samples 
had transferred correctly, while around 11% of ink note had 
been identified in user dictionaries, and the remaining of 13% 
of ink note contents converted with some errors. These errors 
were mostly occurred because user writing notes in different 
axis, user font is not clear even to us, and due the space dis-



 

 

tance leaving between letters or words. 
In addition, server loges was contented 454 entries of user ac-
tivities created during experiment period, 193 entries was 
about creating, and deleting new notes, while the other enters 
were divided between other user tasks as shown in Table 2 
below. 

Table 2. Summery for Server Log entries and Usage. 

System loge entries No. of 
Entries 

% user 
Usage  

Creating notes 127 27.9% 

Deleting notes 66 14.5 

Deleting note elements 43 9.4 

Moving note elements 26 5.7 

Highlighting note elements 86 18.9 

Searching & Querying tasks 57 12.6 

Tagging, indexing, linking 49 10.8 

We used the observation methods to verify that students had 
used all available SmartInk functions, and to know which 
functions were used frequencies, and which is rarely used. 
Table 2 showed that users had used some SmartInk system 
heavily including creating notes, highlighting note elements, 
deleting notes, and searching functionality. However some 
SmartInk functions were used regularly such as Tagging, In-
dexing, Linking, Erasing element, and moving element fea-
tures. On other hand, we noticed that each user had used all 
system functions; however we need to perform other experi-
ments to evaluate the intended of users with system function-
ality. 

5 CONCLUSION 

In this study, we found that mediation tools can offers a new 
vision for developing appropriate tools to mimic the actions of 
performing traditional note taking tasks. Furthermore, evalua-
tion SmartInk was showed that using this technique makes 
user able to perform activities in more efficient time, and re-
duce action overhead. In addition, mediation tools developed 
in SmartInk system were approved its functionality, efficiency, 
and usability for solving technology learning dilemma which 
considered as one of essential problems that prevent note tak-
ing to be exists in digital era. In addition, current powerful of 
technology tools should be employed well to mediate the 
complicated tasks of learning which resisting to be existed in 
digital media. Even there are some constrains and limitation in 
this study such as handwriting accuracy, input language, un-
expected user behaviour for drawing diagrams. However, our 
technique is still promising to provide note taker with the ap-
propriate solution of several issues in previous note taking 
systems. The future of note taking is drawn based on learning 
advantages, and demand mainly to mediate the note taking 
activity, style, and behaviour into digital environments. 
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Abstract— In this paper, simulations are performed to reaffirm the relationship between the resistivity and the thickness of the 

Hydrocarbon reservoir by considering double layers of Hydrocarbon in seabed logging application. In order to establish this 

correlation, various simulation models are carried out using Computer Simulation Technology (CST) tool and the results obtained from 

each simulation is plotted as graphs using MATLAB. The simulations are performed, by varying the resistivity and thickness of the 

second Hydrocarbon layer at various target depths. The results obtained from the simulations, illustrate that the resistivity and the 

thickness of the Hydrocarbon have a direct relationship by a factor of 1 and that the electric field strength is affected by considering 

multiple layers of Hydrocarbons, so as to know that the electromagnetic waves transmitted reach the bottom layer of Hydrocarbon and 

not just only the first upper layer of the Hydrocarbon reservoir under the seabed floor. 

Index Terms— Sea Bed Logging, Hydrocarbon, Controlled Source Electromagnetic, resistivity, thickness, Electric Field.  

——————————      —————————— 

1 INTRODUCTION 

In 2000 the first SBL survey was performed offshore Angola 
[1]. Since then, the interest in electromagnetic methods for 
subsurface exploration has increased. Today, six years after, 
electromagnetic methods are attractive for the petroleum 
industry as complementary tools to seismic methods, or 
even standalone tools, for remote sensing of the subsurface. 
In a controlled-source EM (CSEM) survey [2], it is necessary 
to interpret the measurements in such a way that a predic-
tion of the presence of hydrocarbons in the sedimentary 
layers can be made. The mechanism in seabed logging is 
thoroughly elaborated in the following sections along with 
the simulation models using Computer Simulation Tech-
nology (CST) and MATLAB for graph plotting. 

In this study, we focus on reaffirming the relationship 
between the resistivity and thickness of the hydrocarbon 
reservoir in seabed logging application by considering the 
simulation of having double layers of Hydrocarbon. Also, 
this simulation will also let us determine whether the elec-
tric field strength is affected by the multiplicity of Hydro-
carbon layers, which will assist us in understanding the 
nature of the hydrocarbon layer. By the presence of varia-
tions within the electric field intensity, we can easily predict 
whether the CSEM sounding is reaching the multiple layers 
of Hydrocarbon within the oceanic lithosphere. The sea-
water depth is kept constant at 2000m whilst the target 
depth of the second layer hydrocarbon is varied from 500m 
to 900m and for each target depth, the resistivity and thick-
ness is varied from 100 units to 10 units by a unit interval of 
20 units. The electric field is measured over different offsets 
using various simulation models and graphs. 

2 METHODOLOGY 

2.1 The Sea Bed Logging Method 

Sea bed logging uses active source electromagnetic (EM) 
sounding technique in detecting subsurface hydrocarbon. 
The CSEM method uses a horizontal electric dipole (HED) 
source to transmit low frequency (typically 0.01 – 10Hz) 
signals to an array of receivers that measure the electro-
magnetic field at the seafloor [5]. The method relies on the 
large resistivity contrast between hydrocarbon-saturated 
reservoirs, and the surrounding sedimentary layers satu-
rated with aqueous saline fluids. Hydrocarbon reservoirs 
typically have a resistivity of 30-500 Ωm), whereas the resis-
tivity of the over and underlying sediments is typically less 
than a few Ωm. Both the amplitude and the phase of the 
received signal depend on the resistivity structure beneath 
the seabed [3]. 
By studying the variation in the resistivity contrast of the 
Hydrocarbon layer and thickness, as the transmitting 
source is towed through the receiver array, the effects of the 
Electric field at different offsets can be determined at scales 
of a few tens of meters depths of several kilometers. Ac-
cording to [11], as depicted by Figure 1, the receivers record 
the EM responses as a combination of energy pathways 
including signal transmitted directly through seawater, 
reflection and refraction via the sea-water interface, refrac-
tion and reflection along the sea bed and reflection and re-
fraction via possible high resistivity subsurface layers.  
In the following sections it will be demonstrated that this 
resistivity contrast and thickness has a detectable influence 
on SBL data collected at the sea bed above the reservoir. 
The effect of the reservoir is detectable in SBL data at an 
appropriate frequency of 0.1 to 10 Hz [9].  For this simula-
tion, the frequency is set to 0.125 Hz and the current is 1250 



 

A at the transmitter end. 

 

Figure 1.  A Schematic diagram of Seabed logging application showing the 

direct waves, air waves, reflected waves and refracted waves. 

2.2 Simulation Model 1 

The simulation model proposed here contains no Hydro-
carbon reservoir, so as to determine the Electric Field at 
varying offset during the absence of hydrocarbon reservoir 
for sea water depth at 2000m, 1000m and 100m. The result 
obtained from this model will then be used in comparison 
with the graphs obtained from simulation model 2 and 3, 
which contains the presence of Hydrocarbon reservoirs. 

 

 

 

 

 

 

 

 

 

Figure 2. Simulation Model 1 showing no presence of Hydrocarbon 
reservoir. 

2.3 Simulation Model 2 

The simulation model proposed here contains a 100m 
thickness of Hydrocarbon Layer with a resistivity contrast 
of 100 Ωm. In Simulation Model 2, the resistivity contrast 
and thickness is kept constant and the Electric Field 
strength against the varying Offset for seawater depth of 
2000m is determined. 

 

Figure 3. Simulation Model 2 showing presence of Hydrocarbon reservoir 
of 100m thickness, at target depth of 1000m. 

2.4 Simulation Model 3 

The simulation model proposed here contains another 
100m thickness of Hydrocarbon Layer with a resistivity 
contrast of 100 Ωm and is 20km wide than compared with 
the bottom layered Hydrocarbon reservoir which is 50km 
wide. In Simulation Model 3, the thickness and resistivity is 
varied to determine the Electric Field strength against the 
varying Offset for seawater depth of 2000m. The second 
layer of Hydrocarbon is 500m below the seabed floor and 
this target depth is varied from 500m to 900m with a 100m 
interval. 

 

Figure 4. Simulation Model 3 showing two layers of Hydrocarbon reser-
voir present. 

2.5 Assumptions 

 The representation of the layer of Hydrocarbon reser-

voir is considered as a rectangular cuboid. 

 For simulation 3, the resistivity of the second Hydro-

carbon is varied with a constant thickness of 100m at 

each target depth. 

 For simulation 3, the thickness of the second Hydro-

carbon is varied with a constant resistivity of 100 Ωm 

at each target depth. 

3 RESULTS AND DISCUSSIONS 

In this paper, the simulations are performed using 
Computer Simulation Technology (CST) tool and 
MATLAB R2009b. The simulation results are obtained 
using CST whereas, the plotting of the graphs and the 
result estimation were developed using MATLAB 
programming. Assumptions are being made while 
conducting this simulation. The environment is 
assumed to be free from internal and external 
disturbances, no bathymetry effect, no various shapes of 
hydrocarbon reservoirs as well as other aspects which 
we may find in real world survey. This work will be 
improved later by taking into considerations of real sea 
bed environment that has many challenges and 
obstructions in it.  
The developed simulation as in Figure 2,3 and 4 is used 
to model a plane layer of the sea bed environment, by 
setting the sea water (of 2000m), sediments and size and 
location of the hydrocarbon trap. This model shall be 
used to understand the electric field variations with 
varying resistivity of the second Hydrocarbon at con-
stant thickness of 100m, as well as, the other model in 
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Figure 4 where the thickness of the Hydrocarbon layer is varied at constant resistivity of 100Ωm. The parameters of each 
medium are set as follows: 

Parameters Air Sea water Oil Soil 

Electric Permittivity ε 1.006 80 4 30 

Electrical Conductivity (S/m) 1E-11 4 0.01* 1.5 

Thermal Conductivity (W/K m) 0.024 0.593 0.492 2 

Density (kg/m3) 1.293 1025 800 2600 

* Electrical conductivity will vary for simulation model 3. 

This research aims to determine whether the electric field measured can easily determine the presence of two Hydrocar-
bon reservoirs by varying the resistivity (from  100Ωm to 10Ωm) and thickness (from 100m to 10m) of the second Hydro-
carbon at different target depths (500m, 600m, 700m, 800m and 900m). All the parameters are maintained; only in simula-
tion model 3, the resistivity of the Hydrocarbon layer is decreased gradually by 20Ω-m and starting from 100Ω-m for each 
seawater depth. Also, the same parameters are maintained but keeping the resistivity constant at 100Ω-m and varying the 
thickness of the Hydrocarbon layer by gradually decreasing it from 100m to 10m by 20 m decrement, for each seawater 
depth. 

Results from Simulation Model 3 where second layer of Hydrocarbon reservoir is present at target depth of 500m with varying  

resistivity and thickness. 

  
 

Figure 7: Electric field is plotted against the offset for sea water depth of 2000m,  with varying resistivity of second layer Hydrocarbon reservoir 
(left) and with varying thickness (right) at 500m target depth compared with no presence of Hydrocarbon. 

Results from Simulation Model 1 showing no Hydrocarbon 

present for seawater depth of 2000m. 

 

Figure 5: Electric field is plotted against the offset for sea water depth of 
2000m, showing no presence of Hydrocarbon. 

Results from Simulation Model 2 where Hydrocarbon 

reservoir is present at target depth of 1000m with 100m 

thickness and resistivity of 100Ωm  

Figure 6: Electric field is plotted against the offset for sea water 
depth of 2000m with a Hydrocarbon layer at target depth of 
1000m. 



 

 

Results from Simulation Model 3 where second layer of Hydrocarbon reservoir is present at target depth of 700m with varying resistivity 

and thickness. 

  

Figure 8: Electric field is plotted against the offset for sea water depth of 2000m,  with varying resistivity of second layer Hydrocarbon reservoir (left) 
and with varying thickness (right) at 700m target depth compared with no presence of Hydrocarbon. 

Results from Simulation Model 3 where second layer of Hydrocarbon reservoir is present at target depth of 900m with varying resistivity 

and thickness. 

  

Figure 9: Electric field is plotted against the offset for sea water depth of 2000m,  with varying resistivity of second layer Hydrocarbon reservoir (left) 
and with varying thickness (right) at 900m target depth compared with no presence of Hydrocarbon. 

Graph showing second layer of Hydrocarbon reservoir is present 

at target depth of 900m with the bottom layer Hydrocarbon 

reservoir at target depth of 1000m. 

  

Figure 10: Electric field is plotted against the offset for bottom layer Hy-
drocarbon at target depth 1000m compared with second layer of Hydro-

carbon at target depth 900m. There is a sudden raise in the electric field at 
1.5km and a decline at 3.5km due to the presence of the second layer of 

Hydrocarbon reservoir. 

 

Graph showing second layer of Hydrocarbon reservoir (20km by 

20km)is present at target depth of 500m with the bottom layer 

Hydrocarbon reservoir at target depth of 1000m compared with 

curve showing only Hydrocarbon reservoir (50km by 50km) at 

target depth of 500m. 

  

Figure 11: Electric field is plotted against the offset for no Hydrocarbon 
layer with bottom layer Hydrocarbon at target depth 1000m compared 
with second layer of Hydrocarbon at target depth 900m. There is a sud-
den raise in the electric field at 1.5km and a decline at 3.5km due to the 

presence of the second layer of Hydrocarbon reservoir. 



 

 

Tables 
TABLE I. SHOWS PERCENTAGE 

DIFFERENCE OF FIGURE 6 

Offset (m) 

HC layer of target 

depth of 1000m 

(50km by 50km) 

0-2,500 74% 

2,501-5,000 77% 

5,001-10,000 86% 

10,001-25,000 73% 
 

TABLE II. SHOWS PERCENTAGE DIFFERENCE 

OF FIGURE 10 

Offset (m) 

HC of 

target 

depth of 

1000m 

(50km 

by 

50km) 

HC of tar-

get depth 

900m 

(20km by 

20km) 

0-2,500 74% 77% 

2,501-5,000 77% 81% 

5,001-10,000 86% 91% 

10,001-25,000 73% 75% 
 

TABLE III. SHOWS PERCENTAGE DIFFERENCE OF FIGURE 11 

Offset (m) 

HC layer at target 

depth 500m 

(50km by 50km) 

HC layer at target 

depth 500m 

(20km by 20km) 

0-2,500 89% 78% 

2,501-5,000 91% 83% 

5,001-10,000 96% 93% 

10,001-25,000 87% 76% 
 

Tabular results of Figure 7, 8 and 9 showing percentage differences for the two Hydrocarbon layers(bottom layer at target depth of 
1000m and second layer of Hydrocarbon target depth is varied from 500m to 900m).  

TABLE IV. SHOWS TARGET DEPTH OF 500M OF SECOND HYDROCARBON LAYER. 

Offset (m) 100Ωm 100m 80Ωm 80m 60Ωm 60m 40Ωm 40m 20Ωm 20m 10Ωm 10m 

0-2,500 78% 78% 78% 78% 77% 77% 77% 77% 76% 75% 76% 75% 

2,501-5,000 83% 83% 82% 82% 82% 82% 81% 81% 80% 78% 79% 78% 

5,001-10,000 93% 93% 92% 92% 92% 92% 91% 91% 90% 88% 89% 88% 

10,001-25,000 76% 76% 76% 76% 76% 76% 76% 76% 76% 76% 76% 76% 
 

TABLE V. SHOWS TARGET DEPTH OF 700M OF SECOND HYDROCARBON LAYER. 

Offset (m) 100Ωm 100m 80Ωm 80m 60Ωm 60m 40Ωm 40m 20Ωm 20m 10Ωm 10m 

0-2,500 78% 78% 78% 77% 77% 77% 77% 76% 76% 75% 76% 75% 

2,501-5,000 82% 82% 82% 82% 81% 81% 80% 80% 79% 78% 79% 78% 

5,001-10,000 92% 92% 92% 92% 91% 91% 91% 90% 90% 88% 89% 88% 

10,001-25,000 75% 75% 75% 75% 75% 75% 75% 75% 75% 75% 75% 75% 
 

TABLE VI. SHOWS TARGET DEPTH OF 900M OF SECOND HYDROCARBON LAYER. 

Offset (m) 100Ωm 100m 80Ωm 80m 60Ωm 60m 40Ωm 40m 20Ωm 20m 10Ωm 10m 

0-2,500 77% 77% 77% 77% 77% 77% 76% 76% 76% 75% 75% 75% 

2,501-5,000 81% 81% 81% 81% 80% 80% 80% 79% 79% 77% 78% 77% 

5,001-10,000 91% 91% 91% 91% 90% 90% 90% 89% 89% 87% 88% 87% 

10,001-25,000 75% 75% 75% 75% 75% 75% 75% 74% 75% 74% 75% 74% 
 
 

Table I and Figure 6, shows the percentage difference of the 
bottomed layer Hydrocarbon (dimensions 50km by 50km) at 
target depth of 1000m (green curve) with no Hydrocarbon 
present (blue curve). As apparent from the graphs and tabular 
results there is a significant difference between the two curves, 
the green curve is greater in strength due to the presence of 
the Hydrocarbon. 

Tables II and Figure 10, shows the percentage difference of the 
bottomed layer Hydrocarbon with the no Hydrocarbon pres-
ence. From figure 6, we can easily decipher the presence of a 
single Hydrocarbon layer from that which has a double layer 
of Hydrocarbon (one at target depth of 1000m of dimensions 
50km by 50km and other at target depth of 900m with dimen-
sions 20km by 20km). From the results it is clear that there is a 
sudden raise at 1.5km and at 3.5km due to the presence of the 
other Hydrocarbon layer at 900m target depth. This sudden 
raise would not be present as visible in figure 6, the curve with 
single layer Hydrocarbon is slightly beneath the curve with 
double Hydrocarbon. Hence from the results, we can easily 
analyze the nature of the Hydrocarbon layer, whether it is sin-
gly layered or with a double layer of varying dimensions. 

Table III and Figure 11, shows the percentage differences are 
taken with no Hydrocarbon presence, firstly with a single lay-
er Hydrocarbon at target depth 500m of dimensions 50km by 
50km (green curve) and with double layer Hydrocarbon, with 
one layer at target depth of 1000m with dimensions 50km by 
50km and the second is at target depth of 500m of dimensions 
20km by 20km (red). From the graphs and from the tabular 
results, it is clearly illustrated that the green and red curves 
are both dissimilar and do not have any similarity, hence the 
electric field strength recorded for both the given scenarios are 
easily distinguishable and there can be no possibilities of any 
similarities between the two. 

Table IV and Figure 7, shows the percentage differences when 
the second layer hydrocarbon (of dimensions 20km by 20km) 
is at target depth of 500m with the no hydrocarbon presence. 
The resistivity is varied from 100Ωm to 10Ωm, keeping the 
thickness constant at 100m and the same is performed by 
varying the thickness from 100m to 10m.  

The same is performed with Table V and Figure 8, but the se-
cond layer hydrocarbon (of dimensions 20km by 20km) is at a 
target depth of 700m and in Table VI and Figure 9, the second 



 

 

layer hydrocarbon is at target depth 900m, touching the bot-
tom hydrocarbon layer, which is of target depth 1000m (refer 
to simulation model 3). 

From Table IV to VI and Figure 7 to 9, it is clearly illustrated 
that the resistivity parameter is directly proportional to the 
thickness parameter of the Hydrocarbon layer. At higher val-
ues of resistivity and thickness, they are both equivalent to 
each other but only at 20m (of thickness) and/ or 20Ωm (of 
resistivity), there is a slight difference by 1%, which is consid-
ered negligible and has no significance. Therefore, the follow-
ing relation can be considered: 

R=kT 

Where R is the resistivity of the Hydrocarbon, T is the thick-
ness depth of the Hydrocarbon and k is a constant, which is 1, 
as from simulation experiments, these two properties are both 
equivalent to each other. 

From figure 10 and 11, it is clearly observed that the electric 
field strength obtained with a single Hydrocarbon layer is dif-
ferent from the electric field strength obtained with double 
Hydrocarbon layers. Due to the presence of double layer of 
Hydrocarbon, the electric field strength obtained is greater 
than the electric field observed with single layered Hydrocar-
bon. At offset 1.5km and 3.5km, the presence of the second 
Hydrocarbon layer, causes a sudden increase in the intensity 
of the electric field strength and a decrease, clearly signifying, 
under the oceanic lithosphere, that there are multiple Hydro-
carbon layers rather than just one. So therefore, from the con-
clusion of our simulation results and experiments, we have 
deduced and reaffirmed that the resistivity and thickness pa-
rameters of the Hydrocarbon are directly proportional to each 
other when we have single Hydrocarbon layer and/ or multi-
ple Hydrocarbon layers. Also, another conclusion is made that 
electric field intensity is different for both single layered Hy-
drocarbon and for double layered Hydrocarbon, so via electric 
field strength, we may also determine the multiplicity of Hy-
drocarbon layers under the seabed floor. 

4 CONCLUSION 

In this study, simulations were performed to attain a better 
understanding of the relationship between resistivity and 
thickness of multiple Hydrocarbon layers within the seabed 
logging model. In simulation model 2, the electric field intensi-
ty of a single Hydrocarbon layer at target depth 1000m with 
resistivity and thickness constant at 100Ωm and 100m is ob-
served. In simulation model 3, a second Hydrocarbon layer is 
introduced with dimensions 20km by 20km at target depth of 
500m. The target depth of this second Hydrocarbon is varied 
from 500m till lastly 900m and for each target depth, the resis-
tivity and thickness parameters are varied from 100 units till 
lastly 10 units. From the simulations results obtained, it is 
clearly evident that both the resistivity and thickness of the 
Hydrocarbon maintain a direct relationship with each other 
and this relationship is very much evident at greater values 
than compared with negligible values. Also, results obtained 
with single layered Hydrocarbon were compared with double 
layered Hydrocarbon and it was noted that the results ob-
tained from both the simulations, showed different electric 
field strengths, hence it becomes easy to decipher the multi-

plicity of the Hydrocarbon layers under the seabed floor, as 
the double layer Hydrocarbon had a greater electric field 
strength intensity than with the single layer Hydrocarbon. 
Therefore, as conclusion it is re-affirmed that the direct rela-
tionship between resistivity and thickness is retained for even 
multiple layers of Hydrocarbon under the seabed and that the 
electric field strength is easily affected by the multiplicity of 
Hydrocarbon layers.  
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Abstract—This study is aimed to provide new insights on determining E field components for the sea bed logging application. In the scenario of 

increasing interest in CSEM since last two decades, it is desirable to evaluate the individual field component for the better hydrocarbon presence 
response. 1D forward modelling is carried out that have the capability to simulate offshore hydrocarbon detection using resistivity contrast analysis. 
Initially the study supports the proved Ex component of the in-line antenna with orientation along x direction as powerful response as compare to Ey and 
Ez field by providing a maximum of 93% difference with and without hydrocarbon. However the analysis of further results identifies that even with a 
weaker response, Ey component with same antenna orientation carries better information for hydrocarbon presence, a maximum of about 100% 
difference with and without hydrocarbon. Thus outcomes from this research have a clear potential for selecting the informative component of E-field to 
further the experiments for enhanced hydrocarbon detection.  

Index Terms—  Sea bed logging; Electromagnetics; 1D simulation; CST, Antenna geometry 

1. INTRODUCTION 

Seismic method has been the most useful approach to detect 

offshore hydrocarbon reservoir since past four decades. The 
technique typically uses sound waves released through the 
water. The reflected wave by rock underneath the sea floor is 
observed to determine the presence of potential hydrocarbon 
[1]. However a step from its abilities, the method is found 
incapable of distinguishing the water and oil reservoirs which 
may increase the risk factor for well drilling. The marine 
Controlled Source Electromagnetic (CSEM) method, which is 
introduced in the beginning of this century [2, 3], given the 
name seabed logging have gained intensive interest for the 
offshore hydrocarbon detection. Since then CSEM has 
evolved from a past significant technology to become a 
promising emerging tool for de-risking hydrocarbon 
exploration as witnessed by a number of the consequent 
successful surveys and result [4][5][6][7]. 

CSEM for sea bed logging method uses the powerful mobile 
horizontal electric dipole (HED) towed at a certain height of 
about 20-40m above the sea floor. HED emits the high 
alternating current, low voltage waveform typically in the low 
frequency range of about 0.1 to 10Hz [8]. The underlying 
principle of marine CSEM is that EM waves attenuate more in 
a conductive medium like water saturated rocks while less in a 

resistive medium like hydrocarbon saturated reservoirs due to 
skin effect. Moreover, some saturating fluids have varying 
conductivity levels too. Thus the generated EM waves while 
travelled down through several mediums are mainly refracted 
then received by the EM detectors [9], which measure the 
amplitude and phase relationship of the signal based on the 
resistivity contrast of the mediums. The received waves consist 
of mainly four kinds; direct waves, reflected and refracted 
waves (from subsurface), guided waves (through the 
hydrocarbon layer) and reflected and refracted waves (from 
sea air interface-Airwaves) as shown in the Figure 1 below. The 
most considerable is the guided waves, which carry the 
required data of hydrocarbon location. Therefore the guided 
wave must have enough energy to be received with reliable 
information of sub-surface. 

 

Figure 1: Types of waves received at EM detector. Usually hydrocarbon 

beneath sea bed is uneven in surface. Therefore effects of several types 

of waves can easily be received at EM detectors depends on transmitter 

towing orientation, water depth and target depth. 

 

 

It is now well know that the main aspect of CSEM is the 
diffusive behavior of electromagnetic fields in the conductive 
medium. Therefore at certain offsets usually near or shallow 
water with deep target, the secondary fields like direct and 
airwaves dominates as compare to the primary field that 
carries the relevant information of the subsurface. In the 
presented condition, it is desirable to evaluate the field 
response in the paradigm having less effect of the secondary 
waves.  
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The response of the resistivity contrast effect depends on the 
HED excitation mood either galvanic or inductive [2]. Both 
modes are specifically the function of the HED geometry. The 
HED orientation can be defined in terms of the source receiver 
azimuth, the angle between the dipole axis and the line joining 
the source and receiver. At an azimuth of 90° (broadside 
geometry) inductive effects dominates due to skin depth 
whereas at azimuth of 0° (in-line geometry) galvanic effects are 
much stronger. Thus a study carried out to evaluate the 
response of a 1-dimensional model comprising of 100 m thick 
layer of the hydrocarbon bearing reservoir, overburden of 1000 
m and overlain by an 800-m thick seawater layer. The 
outcomes mentioned that source at 0.5 Hz HED at the seafloor; 
the radial amplitudes are 20 times more sensitive to the 
presence of the thin resistive layer as compared to the 
azimuthal component. The obvious reason is that the radial 
dipole geometry carries a vertical component of electric 
current, which is guided back by the thin resistor, whereas the 
azimuthal dipole fields are largely horizontal and perturbed 
little [7]. 

 
Figure 2: Transmitter orientation; Azimuthal and Radial field for 

the transmitter geometry evaluation as in-line or broadside.  

Increasing scope of 3D forward modelling is well 
documented for the sea bed logging data interpretation [10, 11, 
12] because of extended target oil reservoir bearing is needed. 
However the experimental design considering merely 
frequency range, offsets and oil detection can be easily 
addressed by 1D modelling [7, 13]. Thus the sufficient works 
on evaluating field response with respect to the offsets and 
water depths encouraged this research to examine the 
components of the merely E field for the suitable selection 
among them for further the experiments. Simulation based 
modelling using CST uses Maxwell equations to solve the EM 
propagation with respect to the provided medium like air, 
hydrocarbon and sea water in the x, y and z plane as shown in 
Figure 3. In this study, the fix inline geometry of the dipole 
antenna along x direction is chosen. Therefore, the Maxwell 
equation below can be used to predict the propagation of EM 
waves (Electric Field Strength) in seawater (lossy dielectric) 
[14]. 

             
                 (1) 

                                    
                 (2) 

 
 

Where j is the current density (A/m2) and    is the 
propagation constant (m-1) in the time domain which can 
further be expressed in terms of  , the attenuation constant in 
Np/m and    the phase constant in rad/m. 

                                                 (3) 
Even though the transmitter in-line orientation along x 

direction proved Ex and Hz components as the better choice 
[15, 16], however this simulation study identifies that the Ex 
component of E-field is not adequate enough for the better 
resistivity contrast information. Simulations based on 1D 
forward modelling are carried out using a conventional 
straight antenna. The results mention that although Ex field 
shows strong response however Ey component have the better 
capabilities as compared to Ex related to the hydrocarbon 
presence at far offset.. 

2. MODELLING METHODOLOGY 

The Marine CSEM method requires modelling tools for the 
characterizing, mapping and detection of hydrocarbon 
reservoir. 1D forward modelling have potential to investigate 
the effect of electromagnetic fields (E, D, B and H) with respect 
to several transmitting frequencies and current, distance 
between the source and the seabed, sea water depth, thickness 
of overburden, hydrocarbon and under-burden layer etc. In 
this research, Computer simulation technology (CST) is 
selected for modelling  of the real seabed environment by using 
a conventional straight EM antenna for deep target 
hydrocarbon detection. CST uses a pattern to discritize 
Maxwell’s equations at low frequency to investigate the 
resistivity contrast.  

Certain steps are involved in order to generate the CST 
simulated mode. This investigation uses the parameters for 1D 
modelling inspired by recent studies. Arranging background 
parameters is  considered as the first step that consist of setting 
model area 50 x 50 km to replicate the real seabed environment 
with fixed target position, air thickness at 500 m, sea water 
depth 2000 m, overburden thickness 1000 m, hydrocarbon 
thickness 100 m and under burden 900 m. All the layers are 
allotted with their specific conductivities and permeability 
values. Second step is to set parameters for aluminum antenna. 
In the case, length of 270 m, frequency of 0.125 Hz and a 
current of 1250 A, along with x direction is used as shown in 
Figure 2. Subsequently electric boundary conditions are 
applied then run low frequency full wave solver to initiate 
simulation for sea bed model [14].  

It is evident from a number of the successful surveys that 
hydrocarbon usually exists as the thin-bed layer, 
approximately parallel to the sea floor [3, 4, 7]. In this 
simulation study, towing the transmitter over the conduction 
and resistive mediums is represented by the absences and the 
presence of hydrocarbon respectively. Since the amplitude and 
phase response of the resistive medium (presence of 
hydrocarbon) increases in the measured electric and magnetic 
field, thus it is taken as reference for the comparison in order to 
have a clear hydrocarbon presence response. Figure 3 shows a 
3-dimensional sea bed model to perform the simulations. 

 



 
Figure 3: Sea bed logging model showing different resistive 

mediums in 3D. Transmitter with current path (white arrow 

direction) is placed 30m above the sea bed while receivers are 

placed all along the axis, shown in blue line to measure field 

response at every offset. 

3. SIMULATION RESULTS 

Since 1D modelling has the ability to evaluate the behavior of 
the CSEM method as the function of its individual electric field 
components. This research simulates each of them as per 
described in the modelling methodology. Figure 4 shows the 
plot for Ex, Ey and Ez component including the presence of 
hydrocarbon. All three components of electric field response 
are measured with conventional HED antenna within the 
proposed area (50 km x 50 km) having deep water (2000 m) 
where no airwaves effect takes place. The comparison of 
amplitude response clearly mentions that using the in-line 
geometry of the transmitter, Ex proves to be the strongest 
among other two. The same behavior is observed while 
eliminating the hydrocarbon layer. From the Figure 3, it verifies 
that strength of E field in x direction due to well guided by 
some critical angle and less attenuation. 

 
Figure 4: E field component response with hydrocarbon. Ex and 

Ey shows a customary behaviour of response while Ez shows 

abnormal due to broadside transmission against the receiver 

across the water level surface. 

 

 
Figure 5: E field component's response without hydrocarbon. Ex, 

Ey and Ez with apparently same response behavior in contrast 

with presence of hydrocarbon. 

From above Figures 4 and 5, E field in x direction qualified 
as the most dominant with strong response for further the 
experiments related to seabed logging environment. Now this 
study will analyze the individual component of E-field with 
and without hydrocarbon with the percentage difference 
obtained between them. The differences in the response have 
the clear potential to finalize the informative signal in terms of 
hydrocarbon presence instead of strong amplitude response 
elements.  

 
Figure 6: Ex field strength with and without hydrocarbon 

received at the detectors along the surface of subsurface 

Figure 7: Ey Ex field strength with and without hydrocarbon 

received at the detectors along the surface of subsurface 

 
 
 



Figures 6 and 7 show the evaluation of Ex and Ey field 
component in the presence and absence of hydrocarbon. 
Specifically Figure 7 demonstrates the effect of down going 
vertical component of E Field. The steep attenuation of Ey field 
without high resistive layer led to a broader difference when 
the hydrocarbon is placed as resistive medium. Table 1 and 2 
shows the maximum difference with and without hydrocarbon 
cast by Ex and Ey component of E field.  

Table 1: Percentage difference of Ex field with and without 

hydrocarbon vs source receiver offset 
Offset Ex-Field 

(With HC) 

Ex-Field 

(Without HC 

Percentage 

Difference 

0 2.01E-09 2.98E-10 85% 

5009 2.49E-09 3.32E-10 87% 

10003 4.59E-09 4.70E-10 90% 

15012 1.16E-08 8.51E-10 93% 

20006 6.44E-08 3.16E-08 51% 

25000 1.97E-04 1.97E-04 0% 

30009 6.35E-08 3.08E-08 52% 

35003 1.15E-08 8.49E-10 93% 

40012 4.58E-09 4.70E-10 90% 

45006 2.49E-09 3.32E-10 87% 

50000 2.01E-09 2.98E-10 85% 

 
Table 2: Percentage difference of Ey field with and without 

hydrocarbon vs source receiver offset 

Length 
Ey-Field,  

(With HC) 

Ey-Field,  

(Without HC) 

Percentage 

Difference 

5009 1.71E-10 4.25E-15 100% 

10003 4.32E-10 5.32E-13 100% 

15012 1.03E-09 8.40E-11 92% 

20006 1.13E-08 1.92E-08 -70% 

25000 1.54E-18 1.55E-18 -1% 

30009 1.12E-08 1.89E-08 -69% 

35003 1.03E-09 8.24E-11 92% 

40012 4.31E-10 5.27E-13 100% 

45006 1.70E-10 4.18E-15 100% 

4. RESULTS VALIDATION 

The validation of the Ey component selection is supported by 
further simulations carried out with varying water depths from 
2000m until 500m. The results strengthen the claim of Ey 
selection followed by deep until potential shallow water depth. 
The outcomes in terms of the percentage difference with and 
without hydrocarbon with respect to E field, Ey proved to be 
the most stable choice, as Ex showed a nearly undetectable 
difference in the presence of hydrocarbon while lowering 
water depth. The validation of the results as shown in Figure 8 
until 11 which describes that the Ex field while lowering down 
the water depth, have severely affected by air waves. In the 
contrast, the vertical component of E field, Ey while having low 
magnitude response provided better delineation in terms of 
percentage difference for hydrocarbon presence.  

 
Figure 8: Ex and Ey comparison with and without 

hydrocarbon at water depth 2000m 

 
Figure 9: Ex and Ey comparison with and without 

hydrocarbon at water depth 1500m 

 
Figure 10: Ex and Ey comparison with and without 

hydrocarbon at water depth 1000m 



 
  Figure 11: Ex and Ey comparison with and without 

hydrocarbon at water depth 500m 

5. DISCUSSION 

In shallow water depth, the possibility of the airwaves to 
produces an unwanted response is high. Thus for the 
investigation, initially deep water is focused to avoid air wave 
effects. The results are generated using 1D forward modelling 
that exhibits a realistic distribution of individual E field 
response. Figure 4 and 5 describe the E field components 
comparison as the function of offset, distance between 
transmitter and receiver. This 1D simulation supports the 
proved strength of Ex field over Ey and Ez component with 
and without hydrocarbon. The clear reason for x field 
domination is its diffusion pattern in the subsurface. Ex 
component enters in the subsurface with critical angle. This 
entering pattern helps the component to be guided well back 
from higher resistive layer and show up with strongest 
response. The x components of downward moving EM waves 
have less possibility to decay or attenuate thus can show a 
considerable value of the percentage difference between with 
and without hydrocarbon as shown in Figure 6 and Table 1. 

In the contrast, the distinguishing results are shown in 
Figure 7 and Table 2. Although the y components of 
downward moving EM waves showed weak response, 
however the enhanced percentage difference between with and 
without hydrocarbon is observed as compared with Ex. The 
reason is the rate of attenuation of Ey field due to Eddy current 
in the  conductive medium. Since Ey is purely a vertical 
component thus when the EM waves cross deeper into the 
medium without hydrocarbon, the eddy current turned 
incrementally weaker which lead the field response weaker as 
compare to the x field in a conductive medium. While in the 
presence of hydrocarbon, the direct waves dominate 
vigorously at near offsets. Therefore while neglecting the 
response at near offsets, a potentially promising wider 
percentage difference is observed at far offset. Eventually the 
enhanced percentage difference with and without the presence 
of hydrocarbon with y component of E-field showed a clear 
potential to lead the future research considering it as more 
better replacement of evaluating E field in x direction. 

6. CONCLUSION 

In CSEM, it is desirable to evaluate the individual electric 
field component for enhanced hydrocarbon detection in seabed 

logging application. This study focused on evaluating x, y and 
z component of specifically E field. The 1D simulation results 
identify that with the in-line geometry of the transmitter, Ex 
proved to be the strongest among other field component in the 
presence and absence of hydrocarbon. However in the 
comparative analysis between Ex and Ey component for better 
percentage difference with and without hydrocarbon, Ey 
proved to be the better choice with approximately 100% 
difference as far offset. The observed reason is due to its 
distinguishing trait as the vertical component of the E field 
while transmitter geometry along x direction, skin effect and 
steep attenuation in conductive medium which lead to bring 
up with a wider percentage difference in the presence of high 
resistive medium like hydrocarbon. While the stronger Ex field 
is found capable of distinguishing hydrocarbon up to 
maximum 93%.   
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Preliminary Overview of Potential 

Recommendations and Future Directions in 

Pursuit towards the Progression of 

Nanotechnology in Malaysia 
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Abstract — The emergence of a new technology is characterized by the authenticity of its atypical features that makes it distinguishable 

and distinctive from other existing technologies. Not a single emerging technology is characteristically identical as the other. This form of 

an unusual complexity that embeds extremely promising potential is what makes it stand out as a new and maturing technology. Even if it 

is a stand alone or a hybrid formation or a composition of multiple disciplines put together, this technology becomes a resourceful 

contributor and a source of magnificent derivative innovations and services. One that does not need any introduction to scientists and 

researchers worldwide is none other than nanotechnology. Nevertheless in terms of awareness and level of knowledge absorption, the term 

“nano’ lingers only in the minds of the common public as just a buzz word. The scientific activity that takes place at the microscopic nano-

scale has spurred the gigantic interest of governments all over the world because of its soon to be seen progressive and massive visionary 

benefits. Rest assured, comes along with it is a degree of foreseeable destruction if the right kind of planning fall short in taking place. 

Additionally, the translation of lab nano-prototypes into fully fledged innovations has been slow paced resulting in sluggish infiltration 

into the commercial arena due to many identified barriers. Since the 6 year establishment of Malaysia’s National Nanotechnology Initiative 

(NNI) in 2006, planning has been taking place; yet there has not been a policy plan for nanotechnology that has been crafted out to address 

these pitfalls. Therefore, this paper suggests a preliminary overview of potential recommendations and policy directions in pursuit 

towards the future progression and sustainability of nanotechnology in Malaysia.  

 

Index Terms — Nanotechnology, policy, NNI, recommendations, multidisciplinary, innovation 

——————————      —————————— 
                                                              

1. INTRODUCTION 

A set of recommendations have been meticulously 

outlined for the main aim of progressing and augmenting 

the development of nanotechnology to a higher level in 

terms of R&D policy, incentives, initiatives, endowments, 

safety, awareness, linkages, infrastructure, education, 

entrepreneurship and availability of statistics. A thesis 

study diagnosing the barriers of R&D and 

commercialization of nanotechnology was conducted from 

2011 – 2012. These preliminary recommendations were 

generated based on those findings.  

 

2. RECOMMENDATIONS FOR FUTURE 

DIRECTIONS 

The following are recommendations to enhance the 

development of nanotechnology in terms of research and 

development (R&D) and commercialization: 

 

i. R&D policy concerning nanotechnology must take 

into consideration the multiplicity and diversity of 

economic sectors so that standards and procedures 

can be developed and molded to suit each sector 

appropriately. The R&D policy will also be 

dissimilar from county to country’s environmental 

setting. Therefore, it is unlikely that one country’s 

R&D policy will fit the needs of our country’s 

nanotechnology R&D agenda. However, there are 

the several countries’ R&D policies that our 

country can indoctrinate in terms of improving its 

effectiveness and efficiencies with the foremost 

mission of positively bringing out not just 

inventions but innovations that will  

 

 

 

be successful in the marketplace. [It must be said 

that even developing countries have suffered 

pitfalls in terms of R&D and commercialization of 

nanotechnology]. Therefore, R&D policy need not 

just only spell out the needs of research and 

development in a particular area 

but also pronounce clearly and explicitly that its 

ultimate agenda is to steer its way towards the 

commercialization of a R&D prototype or 



 

 

invention. With that in mind, the nanotechnology 

R&D policies should be meticulously planned with 

various parties involved (better still if every 

economy sector is represented) without allowing 

any room for ambiguities that can possibly cause 

mediocrities concerning nanotechnology 

prototypes and products. 

ii. The nanotechnology R&D policy should take into 

careful contemplation the time factor involved 

between research and commercialization with 

special deliberation on the requirement for clinical 

testing, robustness of the technology, compatibility 

and other post - development technical procedures 

that make nanotechnology a cut above the other 

technologies in terms of complexity. It should put 

in place the necessity to adhere towards a certain 

time limit to produce a product from the time of its 

basic research until applied research right up to off 

shooting a fully fledged product in order to 

prevent resources provided by the government 

from becoming unworthy of its cause. This action 

will also impact on the positive utilization of 

government resources.  

iii. The nanotechnology R&D policy needs to manifest 

a clause that if ever universities are in any way 

paralyzed by way of not being able to provide a 

prototype that suit the needs of the market, then 

they will be indoctrinated to amalgamate or bring 

their scientific ideas to the attention of a firm (prior 

development) who will be able to furnish them 

with the business perspectives and current market 

trend so as to prevent these prototypes or 

inventions from sitting in the shelf later. In other 

words, these firms will guide these universities 

(not in terms of scientific expertise) but with the 

current market needs prior development of a 

prototype. This way, the cost of making the 

product can be advocated earlier on and a straight 

forward financial rundown can be envisioned prior 

development. This will impact on the positive 

utilization of government resources endowed on 

universities.  

iv. In order to bring out an invention or a product on 

time for market release, the government should be 

able to provide incentives or assistances from the 

perspective of reducing the time factor. These 

incentives and assistances should come in the form 

of assigning product engineers and design 

specialist to work closer with scientists in the labs 

in the course of their research and development. 

These product engineers or design specialist can be 

either the direct product of a university podium 

itself or the product of years of firm experience. 

However, the selection of these personnel should 

be based on their sharp expertise on 

nanotechnology. Scientists can request them for 

their projects with the condition that these research 

projects will be completed within a stipulated time 

frame.  

v. Since the primary reason why governments 

provide endowments to universities to perform 

research is for them to be innovatively productive – 

meaning to say, bringing out innovations that will 

be successful in the market place. This is the era of 

commercialization. Except for the medical research 

of a particular drug to cure cancer and AIDS which 

takes numerous years, these government  

endowments are not for the purpose of allowing 

scientists to remain stationary at the phase of 

nanotechnology basic research but to progress to 

the stages of applied research. If ever this being the 

case, then the government research and 

development council should hold an investigative 

committee to enquire the solid reasons for delaying 

applied research considering that a great amount 

endowments have been supplied to research 

universities to bring out obvious applications. This 

would help construct a precipice between research 

in the university and commercialization in our 

country.  

vi. An independent agency (separate entity) needs to 

be set up to look into the safety of nanotechnology 

inventions prior to mass production or market 

release. Malaysia’s recently initiated National 

Nanotechnology Directorate (NND) cannot absorb 

all these responsibilities. Exploring and probing 

into the safety of nanotechnology should be a sole 

and designated role or portfolio authorized to an 

independent agency. Since it will take a while for 

the public to become aware of the issues 

surrounding nanotechnology, the government 

should take full responsibility in determining 

whether or not these products are safe and healthy 

for public usage. At the outset or the beginning of 

its initiation, it would be advisable to seek the 

advice of other countries’ experts who have 

experiential knowledge of its disastrous 

characteristics and behaviors so as to prevent the 

anomalies circulating nanotechnology from out 

bursting within our country’s environment. These 

experts who will form the agency need to come 

from a multidisciplinary array of know how’s 



 

 

entailing biology, chemistry, physics and 

technology management to better understand the 

incongruities and discrepancies of this technology 

such as exploring how the technical and precision-

al intricacies that influence the nano chemical or 

nano – biological activity can be better managed. 

The agency will be given the sole authority for 

certifying nano products. Some products are 

labeled nano but not necessarily contain any nano 

materials or nano particles. There is no restriction 

or any provisions for this at the moment. 

Therefore, products that claims to be embedding 

nano material and which is created to boost the 

impact of the solution for the purpose intended for 

need to be thoroughly examined by the agency. If 

found that there is no nano material or particle 

contained in the product, the agency should issue a 

marker (sticker tag) on the product indicating this 

for the awareness of the people or even stating its 

possible side effects in the case of prolonged use. 

Or else, how will people come to know? However, 

this agency should be positioned under the 

technological wing of a higher ministry who will 

be able to monitor its activities.  

vii. Awareness needs to be spread to the society as a 

whole on what nanotechnology is all about. The 

aspect of awareness can only be thoroughly said to 

have reached a saturation point if only there is at 

least a certain amount of understanding absorbed 

by the many different types of people who form 

the society at large. They have to be rationally 

warned of the side effects and dangers of 

unapproved and uncertified nanotechnology 

products or told to realize its gains in order to fully 

embrace its potential. Therefore, the government 

needs to start organizing two way interactive talks 

on the subject of nanotechnology and its role in 

society so that it is not entirely misconstrued. The 

talks should be structured in a way to be able to 

provide a surface view of the subject in lay man’s 

terms. Schools, organizations, non research 

universities and shopping complexes are the best 

platforms to conduct this initiative but it has to be 

done in a continuous manner because people tend 

to forget in the long term.  The next best platform 

would be the media – channels that are widely 

viewed by the people. Another appropriate 

method would be to construct unsophisticated yet 

informative booklet or CDs which will be easy to 

comprehend and understand - on the subject of 

nanotechnology and provide them to schools and 

non research universities. This successful turnout 

of this agenda could possibly become a catalyst 

towards increasing the demand and supply of 

nanotechnology products in the future.  

viii. There should be a fixed criterion and requirement 

that a product needs to comply with in order to be 

categorized as a nano product. There should be an 

explicitly stated specification of what percentage 

(%) of nano component needs to be embedded in 

order to be declared as a nano product.  

ix. Government initiatives and its missions with 

regards to nanotechnology need to be in 

coordination with one another. Except for grants 

being issued to universities by the ministries, 

currently there are no obvious linkages between 

the two. Many research activities are being 

conducted by research institutes (based in 

universities) but they are not being scrutinized or 

monitored to find out how productive are these 

research activities. Therefore, there should be a 

comprehensive plan crafted by the endowment 

agency/ministry to track the progress of these 

research funded activities that includes making 

physical visits to scientists’ labs/workshop where 

the research is being conducted; and grants to be 

segmented conditionally based on various phases 

of research outputs (and not be made in lump 

sum). This will augment the standards of 

nanotechnology research productivity in our 

country.  

x. Since many universities are said to be lacking very 

crucial infrastructure required to conduct nano 

research, these pertinent infrastructure for 

nanotechnology should be purchased and given to 

universities directly by the government instead of 

assigning the universities the responsibility to 

make the purchase themselves; and also 

restructure the high allocation given to 

universities. Meaning to say, the allocation can be 

restructured in a way that it will consider only the 

cost of materials, human capital (excluding 

equipment) and cost of maintenance. Being very 

exorbitantly costly, the universities have 

complained of not having enough from their 

allocation to set aside for paraphernalia. Therefore, 

this dilemma can be resolved if the endowing party 

provides the university in the form of 

paraphernalia instead of monetary. Once this 

matter is dealt with, then the government can 

proceed to examine to what extent has this 



 

 

initiative made a difference to the standard of 

nanotechnology research productivity.  

xi. University PhD and MSc students coming from 

science backgrounds should be instructed to study 

the maintenance manual of the necessary 

equipment so that in lieu of suppliers, graduates 

will able to conduct the maintenance on the 

equipment as part of their practical training or 

hands on training experience. This will ensure that 

these postgraduates will understand first hand of 

the ins and outs of the functionalities of 

microscopy equipment used for nanotechnology.  

xii. Nanotechnology equipment that far exceeds the 

minimum cost threshold of government estimated 

expenditure can be placed in a centralized unit of 

each university. This can prevent the hassle and 

time depletion for one university from visiting 

another university to use specific equipment. 

Instead of purchasing equipment for each science 

faculty/department, one unit can be utilized by all 

science faculties according to time allocations. This 

aspect is taking in consideration the verity that 

these equipment are not necessarily used 24/7.  

xiii. Above paraphernalia, it is the scientists, 

researchers, technopreneurs and entrepreneurs 

who are greatly required in the field of 

nanotechnology. In order for many 

transformations from prototype to product to 

flourish, the number of hours and number of 

specific expertise need to be amplified.    

xiv. Encourage large local companies (e.g oil and gas) 

to prioritize nanotechnology research as part of 

their policy and provide opportunities and grants 

to PhD research students to work with them in 

nanotechnology. In this sense, professors from our 

country’s premier universities can become 

affiliated with these companies on a contract basis. 

On top of this, these large companies can endow 

universities with research grants to conduct further 

research in nanotechnology. 

xv. The Registrar of Companies need to annually 

assess the number of companies involved in 

nanotechnology in this country and find out how 

many are legitimately registered nanotechnology 

companies. Physical annual visits need to take 

place to see for themselves whether these 

companies really exist.  

xvi. The Department of Statistics (DOS) and the 

Ministry of Science, Technology and Innovation 

need to measure the number of scientists/engineers 

involved in nanotechnology locally and globally, 

number of student enrollments and number of 

degrees/majors conferred in the area of 

nanotechnology in universities (if any). Many 

universities claim that they have many graduates 

specializing in the field of nanotechnology; 

however there is no evidence to support this claim. 

Therefore, it would benefit the science community 

if these two (2) organizations were to carry out a 

census to measure these statistics even if the 

number is small; so that the science community is 

aware.  If the cost of carrying out census of this sort 

is excessive, then the government needs to also 

consider this cost in their annual budget allocated 

for nanotechnology.  

xvii. In addition to this, apart from the Department of 

Statistics (DOS) and the Ministry of Science, 

Technology and Innovation providing information 

on spending by each country on nanotechnology, it 

will be more beneficial if governmental statistical 

surveys and census reports begin tracking figures 

on ‘how’ each country spends the total amount of 

governmental spending on nanotechnology. 

xviii. Government should provide tax exemptions for 

SMEs that conduct R&D in nanotechnology. These 

tax exemptions should be offered for at least 10 

years (not 5 years which is the minimum number 

given to SMEs conducting any type of R&D) since 

it takes a lot of high investment to venture into 

nanotechnology and returns could only be seen in 

a long term basis. However, in this case, the 

Registrar of Companies needs to collaborate with 

organizations like MIDA to monitor the progress 

and existence of these companies. It is of no use 

giving out tax exemptions to firms that claim to be 

conducting R&D in paper but do not conduct any 

type of R&D in reality.  

xix. From the perspective of funding, financial aid by 

public and private to startups to be classified into 

different stratums; one of them being 

nanotechnology startups. Owing the fact that 

financial institutions have provided many forms of 

fiscal aid to SMEs during the past decade; it’s time 

for these institutions to further prioritize their SME 

aid into different stratums. Meaning to say, focus 

should be directed towards the SMEs/startups 

involved in nanotechnology.  

xx. The main reason for SMEs for not venturing into 

the field of nanotechnology is because high 

technology can be risky business. Therefore, the 

Ministry of Finance should be able to provide some 



 

 

kind of incentive such as “guarantor-ship” or a 

helping hand if in case these companies fail.  

xxi. The Ministry of Education together with the higher 

tertiary universities should begin crafting ways to 

develop a creative curriculum for kindergarten 

students to study not the the basic but the “pre – 

basic” aspects of nanotechnology. At present, it 

will not be seen as useful but in the near future, 

however, it will serve worthy in the long run. 

When pre- school students are able to play video 

games and computer games - that which was 

unimaginable 50 years ago, but which is 

comprehensible today. The integration of 

nanotechnology in the pre – school curriculum will 

be able to help boost their mind's eye of the 

movement of tiny particles (referring to atoms and 

molecules) picturesquely and serve as “pre – 

foundation” or preparation to boldly take on 

science subjects when offered and taught in 

schools.  

xxii. The subject of nanotechnology should be 

incorporated into the undergraduate curriculum 

particularly in Management, Information 

Technology, Social Sciences degrees and also in the 

MBA curriculum. It should be provided as a core 

subject or offered to students as a minor/major 

option.  

xxiii. The missions of each individual member of an 

industry - academia partnership should be made 

clear right from the beginning. The different 

directions headed by both industry and academia 

should be able to ultimately reach a common goal. 

Even though research publications still measure up 

as a standard benchmark used in university 

rankings and there are very few scholars cum 

patentees in our country especially in the field of 

nanotechnology; over the years, academia has also 

recognized the importance of patenting. But it is 

the industry that is not willing to have a positive 

outlook towards the importance of academic 

publications. Industries in Malaysia should be 

made aware that many inventions or successful 

innovations have been the result of conversions 

from paper to prototype. Industries pride 

themselves with their own ‘publications’ but it is 

the university academic research publications that 

are certified as qualified. If ever industry is hesitant 

in disclosing data for the purpose of university 

publications, then this is where the relevant parties 

should identify their needs and together craft a 

constructive and productive work plan to address 

this issue. As it is, there are so many partnerships, 

but no evident innovations as proof of output.   

 

3. CONCLUSION 

These preliminary recommendations and potential policy 

directions stated above are the creative epitome of what 

needs to be done and holds lots of promise if correctly 

implemented by the rightful authorities. 
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Abstract—In this paper we describe a technique called Sea Bed Logging (SBL) as a tool to investigate deep sea target reservoirs. SBL an 
application of marine CSEM sounding, which can be applied to detect and characterize hydrocarbon bearing reservoirs in deep water areas. The 
basis of the approach is the use of a mobile horizontal electric dipole (HED) source and an array of seafloor electric field receivers. The transmitting 
dipole emits a low frequency electromagnetic signal both into the overlying water column and downwards into the seabed. The array of sea floor 
receivers measures both the amplitude and the phase of the received signal that depend on the resistivity structure beneath the seabed. A survey 
consisting of many transmitter and receiver locations can be used to determine a multidimensional model of  subsea floor resistivity. A hydrocarbon 
reservoir can have resistivity perhaps 10–to 100 times greater. With an in-line antenna configuration the transmitted electric field enters the high 
resistive hydrocarbon layer under a critical angle and is guided along the layer. Electromagnetic signals constantly leak from the layer and back to 
the seafloor. The guiding of the electric fields significantly alters the overall pattern of current flow in the overburden layer. These capabilities are 
harvested in this paper in an effort to determine the depth at which hydrocarbon can be detected. A survey is done for two fields one with an offset 
of 25Km and another with an offset of 50Km. the depth of the Hydrocarbon reserves are varied from 1000m to 3000m at intervals of 100meters. 
The data collected is analyzed and summarized in the preceding sections. 

——————————      —————————— 

1.0   INTRODUCTION 
Measurements of electrical resistivity beneath the 

seafloor have traditionally played a crucial role in 

hydrocarbon exploration and reservoir assessment and 

development. In the oil and gas industry, sub-seafloor 

resistivity data has, in the past, been obtained almost 

exclusively by wire-line logging of wells. However, there 

are clear advantages to developing noninvasive 

geophysical methods capable of providing such 

information. Although inevitably such methods would be 

unable to provide comparable vertical resolution to wire 

line logging, the vast saving in terms of avoiding the costs 

of drilling test wells into structures that do not contain 

economically recoverable amounts of hydrocarbon would 

represent a major economic advantage. Several 

electromagnetic methods for mapping sub-seafloor 

resistivity variations have been developed [1,2]. Here we 

concentrate on marine controlled source electromagnetic 

(CSEM) sounding in the frequency domain. This technique 

has been successfully applied to the study of oceanic 

lithosphere and active spreading centers [1,3,4,5,8].In this 

paper we describe a technique called Sea Bed Logging 

(SBL), developed by Statoil [6], an application of marine 

CSEM sounding which can be applied to the problem of 

detecting and characterizing hydrocarbon bearing 

reservoirs in deep water areas. 

The method relies on the large resistivity contrast 

between hydrocarbon saturated reservoirs, and the 

surrounding sedimentary layers [7]. Hydrocarbon 

reservoirs typically have a resistivity of a few tens of Ωm or 

higher, whereas the resistivity of the over and underlying 

sediments is typically less than a few Ωm [8]. It will be 

demonstrated that this resistivity contrast has a detectable 

influence on SBL data collected at the sea bed above the 

reservoir.  The effect of the reservoir is detectable in SBL 

data at an appropriate frequency, and if the horizontal 

range from source to receiver is of the order of 2-5 times the 

depth of burial of the reservoir in typical situations [6]. 

The most crucial factors for the success of the SBL 

technique in practical applications related to hydrocarbon 

reservoirs is related to survey geometry. Subsea bed 

structure can be represented by a strata of horizontal layers 

as in figure 1. The upper layer represents sediments above 

a reservoir (the overburden). The middle layer, 

corresponding to a hydrocarbon reservoir, has resistivity 

perhaps 10 to–100 times greater, due to a high saturation of 

non-conducting hydrocarbon occupying much of the pore 

spaces. The deepest layer, below the reservoir, again has 

low resistivity due to its similarity to the overburden layer. 

Applying this to our model of a sub-seafloor structure 

containing a resistive hydrocarbon reservoir of 100m, we 

can deduce that the effect of the reservoir on the survey 
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results will depend strongly on the direction of flow of the 

currents generated by the transmitter or the direction of the 

E-fields.  

The sections below discus the simulated model and the 

results of the data obtained herein the simulations. 

 

2.0   METHODOLOGY  
The simulations were carried out to determine the depths 

at which deep target hydrocarbon reserves can be detected. 

The simulations are done using CST Studio suite 2009 

covering an area of 50km by 50Km and the second model 

coves 100Km by 100Km. The models are of a fixed depth of 

8600m, composed of layers of air, sea water, sediments 

(upper and lower burden) and hydrocarbon. The control is 

a model without hydrocarbon as shown in Figure 1. 

Compositions of the layers in the models are given in the 

sections below. Table 1 shows the parameter values for the 

components as used in the simulation. 

 

Table 1. Simulation parametric values. 

 

MATERIAL 

EPSIL

ON 
MUE 

EL. 

COND 

RHO 

(KG/M3

) 

THERM

. COND 

(W/K/

M) 

AIR 
1.0

06 
1 

1E-

011 
1.1 

0.02

5 

HYDROCA

RBON 

4 
1 

0.00

1 
800 

0.49

2 

SEA 

WATER 

80 
1 4 1025 

0.59

3 

SEDIMENT 30 1 1.5 2600 2 

 

 

All the simulations were conducted in CST simulator 

with the parameter values as tabled in table 1. Simulations 

were run for 22 models of 25 000 meters offset and model 

height of 8 600meters. Table 2 below shows the 

stratification of the models from Model 1 without 

Hydrocarbon (No. H.C.), Model 2 with Sediment over 

burden of 1000m to Model 22 with sediment over burden of 

3000m. Stratification of the Model 1, model 2 and model 22 

are shown in Figures 1 below. 

 

   

 
 

Figure1: Model1 without hydrocarbon, models 2 and 3 

with hydrocarbon at different levels (1000m and 3000m) 

 

Table 2 shows the stratification values in meters for the 

components making the model layers. The first model id 

the no hydrocarbon model followed by 22 models with 

hydrocarbon layers of 100m at varying depths of 100m 

from a depth of 1000m to 3000m. 

 

 

 

 

 

Table 2. Stratification values for the models layers. 
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The simulations are done to verify and determine the 

extent at which hydrocarbon can be detected at greater 

depth. It is known that at certain frequencies the detection 

of hydro carbon reservoirs is hindered due to the depth of 

the reservoir from the sea surface. These models have been 

designed to eliminate the chances of having air wave 

related anomalies. The sea water depth has been pegged at 

3000 meters to ensure that the propagated waves are not 

distorted by the air wave. It is well known that at these 

depths 3000m and more, the air wave does not have any 

visible effect.  

The results obtained from the set ups 1 through 22 will 

help to determine at a larger extent the cut off zone from 

which hydro carbon cannot be detected. The following 

sections shows the simulation results for frequencies of 

0.25Hz, 0.125Hz and 0.0625Hz. 

Figure 2 shows the far offset result of simulating H.C. at 

depths of 1000m to 3000m. At varying depths of 100m 

intervals. For a frequency of 0.0625Hz, a magnitude versus 

offset (MVO) analysis gives a return of more than 20% in 

resistivity values for the no hydrocarbon graph and the 

with hydrocarbon graphs from depths of 1000m only until 

2500m. Below  2500m the confidence levels fall below 20%. 

This means that at these levels CSEM methods are not able 

to determine the presence of H.C. reserves. Tables 3, 4, 5 

and 6 shows the percentages of H.C. variations in this set 

up. 

 

 

 
 

Figure 2: 20000m to 25000m offset values for 0.0625Hz 

frequency with H.C. depths of  1000m. to 3000m. 

 

Table 3.  

 

HC. 

Depth/          

Offset 

1000

m 

1100

m 

1200

m 

1300

m 

1400

m 

1500

m 

0 315.57% 478.77% 207.49% 203.17% 186.21% 168.64% 

400 242.25% 391.92% 155.07% 155.26% 144.05% 131.66% 

800 188.45% 324.80% 115.15% 116.48% 109.08% 100.44% 

1200 193.25% 323.40% 116.00% 110.00% 101.36% 92.51% 

1600 237.03% 372.45% 147.73% 131.98% 119.46% 107.73% 

2000 288.92% 427.49% 185.41% 157.27% 139.26% 123.67% 

2400 294.55% 434.72% 189.55% 152.47% 133.59% 117.91% 

2800 342.37% 487.52% 225.61% 175.08% 151.35% 132.27% 

3200 453.51% 607.81% 309.63% 240.87% 207.19% 180.02% 

3600 590.10% 754.96% 412.72% 325.09% 280.31% 243.56% 

4000 642.04% 814.27% 454.36% 353.47% 304.67% 264.93% 

 

Table 4. 

 

HC. 

Depth/          

Offset 

1600m 1700m 1800m 1900m 2000m 

0 78.27% 74.49% 177.18% 161.08% 66.94% 

400 61.00% 58.77% 146.37% 133.68% 53.93% 

800 46.11% 45.20% 120.05% 110.11% 43.87% 

1200 41.76% 41.51% 113.41% 104.04% 43.67% 

1600 47.32% 47.04% 126.42% 115.76% 50.91% 

2000 50.93% 50.64% 137.57% 125.54% 57.77% 

2400 45.03% 45.57% 132.17% 120.83% 55.56% 

2800 45.62% 46.31% 140.33% 127.87% 59.06% 

3200 59.29% 58.31% 170.77% 154.21% 71.41% 

3600 82.35% 78.01% 212.22% 190.06% 87.34% 

4000 85.93% 80.88% 223.45% 199.84% 89.02% 

Table 5. 

 

HC. 

Depth/          

Offset 

2100m 2200m 2300m 2400m 2500m 

0 52.35% 40.82% 82.94% 29.23% 22.36% 

400 42.21% 32.94% 68.95% 23.18% 17.73% 

800 34.43% 27.00% 57.00% 18.92% 14.60% 

1200 34.45% 27.27% 54.23% 19.63% 15.40% 

1600 40.35% 32.15% 60.18% 23.59% 18.69% 

2000 45.96% 36.91% 64.81% 27.80% 22.35% 

2400 44.17% 35.52% 61.93% 26.94% 21.75% 

2800 46.90% 37.81% 64.24% 29.16% 23.74% 



3200 56.51% 45.58% 74.89% 35.89% 29.50% 

3600 68.61% 55.08% 89.51% 43.90% 36.24% 

4000 69.48% 55.55% 92.18% 44.36% 36.70% 

 

 

Table 6. 

 

HC. 

Depth/          

Offset 

2600

m 

2700

m 

2800

m 

2900

m 

3000

m 

0 16.94% 12.26% -1.82% -0.35% -0.31% 

400 13.44% 9.75% -1.62% -0.42% -0.35% 

800 11.21% 8.25% -1.47% -0.49% -0.38% 

1200 12.08% 9.09% -1.38% -0.49% -0.36% 

1600 14.86% 11.35% -1.10% -0.41% -0.28% 

2000 18.12% 14.13% -0.60% -0.21% -0.09% 

2400 17.76% 13.94% -1.04% -0.22% -0.07% 

2800 19.63% 15.61% -0.74% -0.06% 0.10% 

3200 24.75% 20.03% 0.86% 0.39% 0.52% 

3600 30.68% 25.16% 3.16% 0.98% 1.05% 

4000 31.28% 25.84% 3.81% 1.13% 1.21% 

 

Tables 3-5 shows that at depths of 1000m to 3500m, the 

percentage difference in the model without H.C. and the 

one with H.C. have a difference with a significance level of 

more than 20%. Table 6 show the percentages are less than 

20% meaning that H.C. reserves are not identifiable at these 

depths at a frequency of 0.0625Hz.  

Figure 3 shows the graphs resultant from the simulation 

of the same model at a higher frequency of 0.125Hz. 

Resultant MVO graphs Cleary shows that at 1000m depth, 

the significance level to determine the presence of HC is 

conspicuously high. The other levels have their graphs 

close to the no hydrocarbon graph. This means that at a 

frequency of 0.125Hz with the set up parameters described 

in table 1, hydrocarbon reserves cannot be detected.  

Figure 4 shows the simulation with a frequency of 

0.25Hz. From this graphs it can be seen none of the 21 

levels of hydrocarbon depths can be seen at the far off set. 

 

 
Figure 3: 20000m to 25000m offset values for 0.125Hz 

frequency with H.C. depths of  1000m. to 3000m. 

 

 



Figure 4: 20000m to 25000m offset values for 0.125Hz 

frequency with H.C. depths of  1000m. to 3000m. 

 
Figure 5: 40000m to 50000m offset values for 0.0625Hz 

frequency with H.C. depths of  1000m. to 3000m.  

 

Table 7. 

HC. 

Depth          

Offset 

1000 1500 2000 2500 3000 

0 19.27

% 

0.19

% 

-

0.31% 

-

0.55% 

-

0.18% 

400 19.27

% 

0.19

% 

-

0.31% 

-

0.55% 

-

0.18% 

800 16.10

% 

-

0.02% 

-

0.75% 

-

0.83% 

-

0.10% 

120

0 

13.85

% 

-

0.23% 

-

1.06% 

-

1.05% 

-

0.05% 

160

0 

11.63

% 

-

0.48% 

-

1.35% 

-

1.28% 

0.00

% 

200

0 

11.75

% 

-

0.57% 

-

1.52% 

-

1.38% 

-

0.01% 

240

0 

12.42

% 

-

0.62% 

-

1.67% 

-

1.45% 

-

0.03% 

280

0 

15.76

% 

-

0.69% 

-

1.84% 

-

1.56% 

-

0.03% 

320

0 

19.21

% 

-

0.72% 

-

1.92% 

-

1.59% 

-

0.03% 

360

0 

23.95

% 

-

0.59% 

-

1.56% 

-

1.34% 

0.04

% 

400

0 

26.53

% 

-

0.46% 

-

1.46% 

-

1.22% 

0.04

% 

      

 

Figure 5 is resultant graphs of the simulation of 

simulation of the same model with an offset of 50 km. H.C. 

depths were varied in the same order as described before. 

The far offset values viewed from 40000m to 50000m are 

tabulated in table 7. The values are all less than 20% 

meaning to say that at a frequency of 0.0625Hz with a 

model of 50Km offset, H.C. reserves cannot be detected. 

 

3.0    DISCUSSION 
At depths between 1000m and 3000m three frequencies 

were simulated for models 50km by 50km and 100km by 

100km. the stratification of the models were the same for 

the two models. Hydrocarbon depths were varied between 

1000m and 3000m at intervals of 100m. all together 21 

simulations were done for each model. The frequencies 

were 0.25Hz, 0.125Hz, and 0.0625Hz. Several observations 

were made from the resultant MVO analysis.  

It was observed that first, frequency levels play a 

significant role in CSEM based methods of scavenging for 

hydrocarbon reserves. At a depth of 1000m already a 

frequency of 0.25Hz could not give enough resistivity 

differences to ascertain the presence of Hydro carbon. In 

both the 100km and 50km models this frequency could not 

register the required 20% minimum resistivity difference 

between the with and without hydrocarbon simulations.  

A frequency of 0,125Hz could manage a percentage of 

more than 20% at the depth of 1000m only for the 50km 

model and none at the 100km model. The two frequencies 

are therefore not small enough to penetrate the resistive 

overburden to see the H.C. layers at 25km and 50km 

offsets. 

For the 0.0625Hz frequency a significant difference was 

noted only with the 50km model. Resistivity differences of 

more than 20% were registered for the depths more 1000m 

to 2500m. the significant difference shows that the smaller 

the frequency the deeper the skin depth. Beyond 2500m 

below the sea bed, resistivity values recorded were less 

than the 20% significance level. For the 100km model the 

result were otherwise. No hydrocarbon depth level 

managed to register more than 20% resistivity differences. 

 

4.0    CONCLUSION AND FUTURE WORK 
The result gathered from this work shows that the 

detection of Hydrocarbon reserves using CSEM methods 



depends on the depth of the reserves from the sea bed. The 

deeper the reserves the more difficult it is to find the 

reserves. The size of the field also plays a significant role in 

the detection of H.C. reserves. The larger the reserves the 

lesser the differences in resistivity levels at the far offset for 

models with H.C. and without H.C. This work has also 

shown that for deep target reserves, smaller frequencies are 

have a better skin depth which makes them more favorable 

for deep target reserves. At the resistivity level prescribed 

in Table 1, a frequency of 0.0625Hz will be best to detect 

H.C. reserves at depths less 2500m. beyond 2500m the 

resistivity of the over burden does not allow enough 

penetration to give a significant difference in the MVO 

analysis. 

This work has maintained the resistivity values of air, 

water, sediment and H.C. the same. Future studies would 

vary these values and determine the extend at which the 

H.C reserves can be detected below the sea floor. 
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High efficient Fibre Plant Utilization by Multiple 
PON infrastructure based on Frequency Re-use 

Approach for Scalable FTTH Networks 
Mohammad Syuhaimi Bin Ab-Rahman, Ibrahim M M Mohamed  

 

Abstract— We have proposed a hybrid time-division multiplexing (TDM)/dense wavelength-division multiplexing (DWDM) scheme in order 

to build a scalable and flexible passive optical network (PON) that satisfies current and future bandwidth demands. Increasing efficiency 

and capacity in PON networks were our main objectives. To this end, we proposed to involve an arrayed waveguide grating (AWG) in the 

proposed configuration and exploit its two properties of wavelength cyclic (WC) and free spectral range (FSR). Wavelength cyclic property 

has been exploited in order to allow different bit rate optical line terminals (OLTs) to use the same frequency band and handle their traffic 

over a common fibre. Free spectral range has been targeted in order to allow each optical network unit (ONU) to handle its traffic via the 

same AWG input/output ports as well as to multiply system capacity. The performance of the proposed PON architecture has been 

examined by using OptiSystem and Matlab software packages under BER constraints. It has been verified that the architecture was able to 

transmit different bit rate services simultaneously (622Mbps, 1Gbps, 2.5Gbps and 10Gbps) over a 24Km shared feeder. This variety of 

service is provided to 16 passive remote terminals (PRTs) with 16 ONU group for each. Each group can accommodate up to 16 ONU, total 

of 256 ONU/PRT, resulting in over all system capacity 4096 ONU.  

Index Terms— Arrayed waveguide grating, Fiber-to-the-home FTTH, Free spectral range, Optical hybrid schemes, TDM-PON, WDM-

PON, Wavelength cyclic property.   

——————————      —————————— 

1 INTRODUCTION                                                                     

ODERN telecommunication network is customary di-
vided into three main segments; access, metro and 

backbone segments. Access segment is the basic level in which 
service is provided to end users through central office while 
metro and backbone segments are the main two higher levels 
that are respectively responsible for multiplexing functions 
and long-haul transmission. Twisted pairs and coaxial cables 
have been traditionally exploited in access segment while op-
tical fibers have been exploited in metro and backbone seg-
ments for long time due to their very huge capacity and low 
losses. Figure 1 shows schematically the aforementioned levels 
of a modern telecommunication network.  

Along with the continuous development of new services 
and applications such as digital TV and VoD, the demand for 
broader bandwidth per user increases rapidly. Therefore, cop-
per-based access networks become not able to satisfy such 
increasing demand. Thus evolution to fiber-based access net-
works becomes inevitable. The history of passive optical net-
work standardization began in 1990 when there was an ex-
pected growth of bandwidth demand. In 1995, FSAN held its 
forum including some popular operators such as British Tele-
com, NTT and Bell South in order to develop a common 

standard of optical access systems. Later, FSAN recommenda-
tions have been adopted by the International Telecommunica-
tion Union ITU [1] [2] [3] in the form of ITU-T G.983 standard 

which is known as broad band passive optical network 
(BPON). BPON provides 622Mbps and 155Mbps for down-
stream and upstream respectively over 20 km between 32 Op-
tical Network Unit (ONU) and one Optical Line Terminal 
(OLT).  

In 2001, IEEE802.3 standard group began to invest their ef-
forts in order to develop a P2MP PON standard (IEEE802.3ah) 
to be agreed up on later in 2004 [4]. IEEE802.3ah provides 
1Gbps for both Downstream and Upstream respectively over 
10-20 km between 16 ONU and one OLT. ITU-T study group 
15 (SG15) was also working in parallel with IEEE802.3 stand-
ard group to develop new PON standard [5] [6] [7] called gi-
gabit PON (G.984). GPON provides 2.5Gbps for Downstream 
and 1.25Gbps for Upstream between 64 ONU and one OLT. 

M 

———————————————— 

 Mohammad Syuhaimi (phone:+60192100019, 
syuhaimi@vlsi.eng.ukm.my), Ibrahim Mohamed (phone:+60123602663,  
engibrahim_2007@yahoo.com) are with Spectrum Technology Research 
Group (SPECTECH) Department of Electrical, Electronics and Systems 
Engineering, Faculty of Engineering and Built Environment, Universiti 
Kebangsaan Malaysia, 43600 UKM Bangi, Selangor, Malaysia (phone: 
+603-89216448; fax: +603-89216146). 



 

 

Along with the ever-increasing demand for broader band-
width as a result of the continuous development of new 
bandwidth-hungry services such as HDTV and 3D-video, evo-
lution to next-generation PON becomes more and more in-
sistent. To this end, IEEE [8] and ITU-T [9] have ratified their 
new standards, IEEE802.3av (10G-EPON) and ITU-T G.987 
(XG-PON) in 2009 and 2010 respectively. IEEE802.3av speci-
fies symmetric 10Gbps for downstream and upstream, and 
asymmetric 10Gbps downstream and 1Gbps upstream. ITU-T 
G.987 also specifies symmetric 10Gbps for both downstream 
and upstream, while asymmetric 10Gbps downstream and 
2.5Gbps upstream. Although all of the aforementioned PON 
standards specify TDMA as an access technique, each one uses 
a different data framing technique. For example, G.983 speci-
fies ATM for data framing whereas IEEE802.3ah specifies 
Ethernet as data framing technique while G.984 specifies an-
other data framing technique called G-PON encapsulation 
mode (GEM). Although TDMA PON offers a cost-effective 
approach as service is provided over a common wavelength, 
its main drawback is the sharing-nature which posses a real 
challenge towards future upgrade. Figure 2 shows a schematic 
diagram of TDM-PON.  

Another technology competing towards next-generation 
optical access adoption is WDM-PON. WDM-PON was initial-
ly proposed based on exploiting the large counts of wave-
length available in optical fibers. It is deemed as more secura-
ble than TDM-PON as it provides a virtual P2P connection 
(dedicated pair of wavelength for each ONU). Additionally, it 
is more scalable than TDM as it ensures self upgradeability for 
each ONU. Moreover, it allows coexistence over an open ac-
cess environment where optical distribution network can be 
shared by different operators. However, the main challenges 
in adopting WDM-PON in the next-generation PON was 
based on cost consideration. Since WDM-PON relies on nar-
rowband filtering, each ONU will be enforced to handle traffic 
over a stable pair of wavelength, which imposes additional 
requirements on the transmitter. Figure 3 show a schematic 
diagram of WDM-PON. To exploit high data rate provided by 
TDM-PON and large number of wavelengths offered by 
WDM-PON, a hybrid TDM/WDM-PON was proposed. In 
accordance with the wavelength grid used, TDM/WDM-PON 
can be categorized either as TDM/CWDM-PON or 
TDM/DWDM-PON. The first commercial colorless gigabit 
TDM/WDM-PON was proposed by Lee et al [10] for Korea 
Telecom. The contribution of this paper is to develop a new 
optical access scheme that is able to satisfy current and future 
demands. The design was based on study the characteristics of 
different optical components including arrayed waveguide 

gratings (AWGs) and the possibility to integrate them together 
in order to build a scalable and flexible TDM/DWDM-based 
passive optical network. Focus on AWG properties of wave-
length cyclic (WC) and free spectral range (FSR) was made in 
order to: realize frequency re-using by several OLTs, enable 
each ONU to handle its traffic over a same input output port 
and multiply system capacity.  

2 AWG ARCHITECTURE AND PRINCIPLES OF OPERATION  

AWG is an optical device, mainly consists of an array of dif-
ferent waveguide lengths and two propagation regions (slabs). 
The waveguide array is placed in the middle of the two free 
propagation regions. The difference in length between any 
adjacent waveguides is constant. Wavelengths that propagate 
in the first free propagation region (first slab) will arrive at the 
input of the second propagation region (second slab) with dif-
ferent phases due to different waveguide lengths. As a result, 
wavelengths will be demultiplexed over the output ports of 
the second slab. Based on the property of reciprocity, AWG 
can also be functioned as a Multiplexer. Kaneko et al [11] pro-
posed a thermal AWG that offers high stable performance 
over a wide range of temperature, which is targeted at PON 
design. A Silicon-based AWG model with 1.26dB insertion 
loss has been developed by C2V Company. However, the 
main drawback of this model was its large size structure. 
Tippinit and Asawamethapant [12] spent their valuable efforts 
to overcome this drawback by proposing a new design 
through which a small size AWG with a low insertion loss 
(1.09dB) was obtained. 

2.1 AWG Characteristics  

Kaneko et al [13] reviewed the two main properties provided 
by the AWG. The first one is Wavelength Cyclic Property 
(WC) while the second one is Free Spectral Range Property 
(FSR). Wavelength Cyclic Property is the one in which a shift 
to the input port of the NxN AWG is followed by an opposite 
shift to the output port. In other words, if two identical wave-
length aggregations incident on tow different input ports of an 
NxN AWG; they will be distributed among its output ports 
with non overlapping manner. One of the main objectives in 
this paper is to exploit this property in order to allow several 
OLTs to use the same frequency band, which multiplies the 
utilization of the fiber. Figure 4 shows a simple illustration of 
this property where a 4x4 AWG and 4 OLTs with identical 
wavelength aggregation for each are considered. Free Spectral 
Range is the property that identifies the periodic operating 



 

 

nature of the AWG. If two wavelengths enter from the same 
input port of an NxN AWG, they will come out from the same 
output port as long as they are separated by its periodic oper-
ating range (FSR). An AWG with large FSR is desirable in op-
tical design to allow transmission over a wide range of band-
width. Figure 5 shows a schematic diagram of this property 
where a 4x4 AWG with 400GHz Free Spectral Range is con-
sidered.  

3 PROPOSED PON ARCHITECTURE  

The proposed PON architecture shown in figure 6 is a hybrid 
TDM/DWDM-based PON. It is mainly based on exploiting 
AWG properties. According to wavelength cyclic property 
(WCP), if an aggregation of wavelength (λ1 –λn) transmitted 
by OLT1 (Service Provider 1) enters the 1st port of the NxN 
AWG, it will be distributed among its output ports, each 
wavelength is then directed to a specific 1xJ power splitter 
which distributes it evenly among j-number of ONUs. If an 
identical aggregation of wavelength (λ1 –λn) transmitted by 
OLT2 (Service Provider 2) enters the 2nd input port of the 
NxN AWG, it will also be distributed among its output ports 
without overlapping with the 1st wavelength aggregation. 
Generally, if number m of identical aggregations (λ1 –λn) 
transmitted by m numbers of OLTs enter the N input ports of 
the NxN AWG, where m=n=N, they will be distributed on its 
output ports with no overlapping manner resulting to increase 
the utilization of the fiber as each AWG output port carries a 
replica of the same aggregation albeit from different OLTs. 
According to Free Spectral Range Property (FSRP), each ONU 
can handle its traffic via the same AWG input/output ports if 
downstream and upstream are separated by the periodic op-
erating range of the AWG. Moreover, FSRP can be exploited in 
order to double the system capacity. For example, if 1st and 
2nd FSRs are used by m OLTs, 3rd and 4th FSRs can be used 
by the same OLTs, which leads to double the over all system 
capacity. C-Band has been chosen for transmission because it 
is the lowest attenuation window for optical transmission. 
Moreover, transmission at 1550nm would allow using the 
well-known Erbium Doped Fiber Amplifier (EDFA) if future 

necessity arises. In order to verify feasibility of the proposed 
PON, performance has been examined using Optisystem and 
Matlab software packages under bit-error-rate (BER) con-
straints. Simulation results and discussion is provided in the 
next section.  

4 SIMULATION RESULTS AND DISCUSSIONS 

Two simulations were conducted in order to verify feasibility 
of our proposed PON. In the first simulation, three different 
bit rate OLTs were considered, where 622Mbps, 1Gbps and 
2.5Gbps were transmitted simultaneously. 10e-9 BER was cho-
sen as a reference for operational requirement (maximum al-
lowable value).  
In the second simulation, 10Gbps OLT was included. Since 
forward error correction (FEC) is recommended at 10Gbps, a 

BER of 2.9e-4 was chosen as a reference for operational re-
quirement because it represents the pre-FEC BER required to 
achieve a post-FEC BER lower than 10e-9.  



 

 

4.1 First simulation 

In this simulation, three different bit rate OLTs were consid-
ered, where 622Mbps, 1Gbps and 2.5Gbps NRZ Pseudo Ran-
dom data were transmitted simultaneously at 0dBm. 16x16 
AWG and 1x16 WDM-Demux with 1.26dB insertion loss for 
each was considered. 1x16 Power Splitter with 14.04dB Split-
ting/insertion loss was assigned. A frequency range of 1.5THz 
with 100GHz frequency spacing (193.1THz - 194.6THz) which 
represents an aggregation of sixteen wavelengths was allocat-
ed for each OLT as shown in figure 7.  

Variable length single-mode fiber (feeder fiber) with 
0.2dB/km attenuation and 16.75ps/nm.km dispersion was 
considered. PIN photodiode was chosen for signal reception 
due to its low biasing voltage and low cost. 

Figure 8 shows BER against feeder fiber at 0dBm and three 
different bit rates, 622Mbps, 1Gbps and 2.5Gbps, where BER 
increases as feeder fiber increased until it reaches 10e-9 at 
24Km/2.5Gbps, 30Km/1Gbps and 33Km/622Mbps, and then 
continuous to increase with the increase of the feeder fiber. 
Based on this result, we can conclude that transmission is pos-
sible over the proposed PON until 24Km (maximum allowable 
distance for transmission) as it is the lowest distance obtained 
for the simultaneous transmission. 

4.2 Second simulation 

In this simulation, a 10Gbps OLT was included. Since it is ex-
pected for any optical line to lose several dBs of its budget 
when bit rate increased to 10Gbps; alternative solutions were 
taken into account in order to compensate for such losses. To 
do so, we decided to: increase the input power, incorporate a 
10GHz optical band-pass filter prior to the receiver, and use an 
optimized gain APD photodiode instead of PIN photodiode 
for signal reception. Figure 9 shows BER against input power 
at 10Gbps, 24Km feeder while using APD with gain (M=2), 
where decreasing BER values are achieved as input power 
increased. However, we prefered to keep away from higher 
values (more than 10dBm) where undesirable effects related to 
non linearity in optical fibers are expected as well as to comply 
with safety standards. Therefore we just increased the input 
power to 2dBm where a BER of 3.11e-3 which is higher than 
that is required for the pre-FEC was achieved.  
For further improvement in the performance, a 10GHz optical 

band-pass filter was incorporated prior to the receiver while 
optimizing the APD gain. Figure 10 shows BER versus APD 
gain (M) at 10Gbps, 24Km feeder and 2dBm, where a BER val-
ue of 2.78e-5 which is lower than that is required for the pre-
FEC was achieved at M=6.  

5 CONCLUSIONS 

A high scalable TDM/DWDM-based passive optical network 
has been proposed in which a variety of service can be provid-
ed to a large number of users. Different bit rat services can be 
provided simultaneously to 16 passive remote terminals over 
24-Km feeders, each passive remote terminal can provide a 
variety of service to 16 ONU group. Each ONU group can ac-
commodate up to 16 ONU, total 256 for each passive remote 
terminal, resulting in over all system capacity 4096 ONU. In-
corporating AWG offers the following opportunities: First, the 
architecture enables each ONU to handle its downstream and 
upstream traffic through the same input/output ports. Se-
cond, the architecture is able to allow different bit rate OLTs to 
use the same frequency band and handle their traffic over a 
common fiber (Achievable Co-Existence and Increasable Fiber 
Utilization). Moreover, since each received wavelength refers 



 

 

to an individual OLT, each ONU can move to higher bit rate 
service simply by using a suitable filter and simple reconnec-
tion with out affecting the legacy ones (Achievable Self Up-
gradeability). This would allow gradual upgrade for the whole 
system to 10Gbps under seamless migration scenario. i.e. 622 
Mbps will be dispensed with in the near future as it is the 
lowest bit rate service offered, later it will be followed by 
1Gbps and 2.5Gbps respectively. Finally, the over all system 
capacity can be multiplied by exploiting several free spectral 
range periods (Increasable Scalability).  
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Abstract— It is apparent that engineering education requires an environment that is fully functional and practical in order to achieve the 

best results for students. Multimedia technologies specifically animation renders the classroom more attractive and interactive. When 

students are accustomed to studying in such a developed environment they will not only understand faster but will also be more creative 

and are more likely to generate more practical and inventive ideas. Moreover, animation delivers information in a creative manner that 

makes it difficult for students to forget thus resulting in better knowledge retention and improved academic performance. 

Keywords— animation, engineering education, learning, multimedia technologies. 
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OWADAYS in many universities lecturers are using ad-
vanced technological tools in the classroom to support 
their teaching and to help students to better understand 

the subject. Reference [13] found that “the growing concern of 
teachers to improve their theoretical classes together with the 
revolution in content and methods brought about by the New 
Information Technologies combine to offer students a new 
more attractive, efficient and agreeable form of learning”. An-
imation brings things to life, especially in sensitive and com-
plicated topics that require machines which are either unavail-
able or hard to imagine by solely using speech and text. Ani-
mation also provides a clear and accurate explanation of the 
subject. It encourages students to be more interactive and in-
novative when working on projects or assignments [18]. 

Animation can be most effective when used in areas of edu-
cation that are complicated and has practical theories such as 
mechanical engineering and medicine. Reference [13] found 
“the case of Descriptive Geometry (DG) is particularly special, 
since the main purpose of this subject is not only to provide 
students with theoretical knowledge of Geometry and Draw-
ing, but also to enhance their spatial perception”. The group in 
this example used Macromedia Flash software as an imple-
menting tool to design the animation. This particular software 
gives the designer a chance to create animations that may help 
in bringing the idea of the machine’s operation and inner parts 
closer to the students’ understanding and imagining. Moreo-
ver, the group also found that animation technologies were 
able to authorize the learners’ interactive observation in most 
significant subjects in Descriptive Geometry. 

Another critical area of education that can benefit from an-
imation technologies is medicine. Reference [10] research 
study about ‘Animation-assisted CPRII program as a reminder 

tool in achieving effective one-person-CPR performance’ 
aimed to use animation in Cardiopulmonary Resuscitation 
(CPR) training. The researchers conducted their study on two 
groups of trainees, intervention group who used animation in 
their training and a control group who relied on their previous 
usual training. The results of the study were highly significant 
and pointed out effective uses of animation in medicine. The 
analysis results of the group’s study that used 30-point scoring 
checklist showed that the AA-CPRII group performed and 
scored better in comparison with the control group (p < 0.001). 
Psychomotor skills tested with the AA-CPRII group gave posi-
tive results more than the control group in hand positioning 
with a score of (p = 0.025), compression depth with a score of 
(p = 0.035) and compression rate with a score of (p < 0.001). In 
conclusion, Animation-supported CPR can be a useful tool in 
accomplishing successful one-person-CPR operation. 

2 DEFINITIONS 

 
Mechanical engineering is one important area of engineer-

ing education. Students of mechanical engineering are re-
quired to run experiments on complex machines and tools. 
Certain mechanical machines such as, automobiles, air condi-
tioning equipment, spacecraft, and all types of engines are 
particularly expensive and are seldom made available to stu-
dents for learning purposes. In addition, difficult and detailed 
topics require detailed explanations and properly prepared 
introductions in order to help students gain a better under-
standing of the topic. Therefore, such areas need technology 
and multimedia to support its delivery of information. 

Reference [1] found that using dynamic media in learning 

N 
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computer science is more effective than static media especially 
when the subject is complicated and its content rich. Their 
research final analyzed results approved their preliminary 
hypotheses, where in the post-tests dissimilar results were 
achieved. The group who studied using dynamic D presenta-
tions resulted in a higher average total score (10.80, SD = 1.09) 
than the group who used static S materials (9.39, SD = 1.56) 
who also scored a higher average compared to the control 
group C (6.95, SD = 1.76). 

Multimedia technology mainly focuses on interactive, com-
puter-based functions that give users the chance to exchange 
ideas and knowledge through digital and printed components 
[4]. Animation, graphics, audio, video, and text are multime-
dia elements. Reference [2] found that “when used appropri-
ately in your application’s user interface, animation can en-
hance the user experience while providing a more dynamic 
look and feel. Moving user interface elements smoothly 
around the screen, gradually fading them in and out, and cre-
ating new custom controls with special visual effects can com-
bine to create a cinematic computing experience for your us-
ers”. 

Reference [7] agrees that interactive multimedia gives a dis-
tinctive opportunity that allows users to share and exchange 
ideas through suitable mediums and interactive programs. 
Reference [7] also found that interactive animations which are 
designed for learning purposes in a form that offers all multi-
media elements such as, text and graphics can create an envi-
ronment that is attractive and allow users to exchange ideas 
and thoughts easily.     
 

3 COGNITIVE THEORY OF MULTIMEDIA LEARNING 

In Fig. 1, [11] presented a model that shows the learning 
progress with multimedia lessons. They explain it as follows: 
the two processing rows which are words and pictures at the 
beginning illustrate the dual channel principles that every in-
dividual has which contains processing visual/pictorial mate-
rial and auditory/verbal material. The limited capacity princi-
ple where a person can concentrate a limited number of in-
structions in each channel at one time is illustrated by the 
large Working Memory box placed in the middle of the figure. 
The active processing principle where learning takes place 
when the appropriate material is presented properly is illus-
trated in the figure by five arrows, namely selecting words, 
selecting images, organizing words, organizing images, and 
integrating. 

 

 
 

Figure 1: Cognitive theory of multimedia learning by [11]; 

adapted from Mayer (2005) 
 

However, no matter what type of educational technological 
environment is applied, positive learning can only be achieved 

if the teacher is well prepared. 
Reference [12] in editing (Sharpe, R. and Pawlyn, J.) re-

search work about e-teachers found that for effective learning 
it is essential that teachers are well prepared in order to be 
ready for the tasks that they are assigned to by performing the 
following attributes: teachers must have mastered the subject 
and have a strong background on what they teach, focus on 
content while explaining, and most importantly teachers must 
be friendly and have good communication skills with stu-
dents. Those attributes can be most effective and can result in 
students’ positive responses when applied in the case of 
teachers in the real world. 
 

4 MULTIMEDIA  IN EDUCATION 

Reference [8] with the contribution of Panella, O. G., 
Escudero, D. F., Zaragoza, M. P., and Portero, E. V. found that 
“multimedia is complimentary to other disciplines, such as 
Telecommunications, Computer Science, Audiovisual Com-
munication or Graphical Design”. As a result, multimedia can 
be imbedded into several qualified areas due to its power and 
generality. 

Reference [3] found that popularity of animations comes 
from its unique feature which is lasting impression on the 
memory of the user, and it is the single most important reason 
for its efficiency. In addition, animation makes the learning 
environment more instructive, engaging, and works well for 
students. Reference [3] continues by saying that all of those 
practical elements actually provide a vast platform for stu-
dents when learning essential and valuable lessons. Reference 
[3] agrees that “Aside from being great to watch, animation 
helps in getting a message across that sometimes words, audio 
or even video alone cannot”.  

In addition, [16] found that certain media formats are effec-
tive in representing contents better than others. Therefore, it is 
important to choose the media correctly, namely that which is 
suitable for the contents type in order to attract the targeted 
users attention which is a basic requirement for a successful 
learning environment. 
 

5 ANIMATION AS A SOLUTION TO ENHANCE 

MECHANICAL ENGINEERING EDUCATION       

Reference [9] found that the approach of mechanical engi-
neering focuses on specific components which are; design, 
professional practices, forces, materials, fluids, energy, and 
motion. Moreover, mechanical engineers formulate machines 
and configurations that utilize those components to provide a 
helpful function and valuable product. “Mechanical Engineer-
ing has been defined as the profession in which power-
producing and power-consuming machines are researched, 
deigned, and manufactured” [9].  

Reference [5] found that “using visualization may have 
strong impact on the teaching process in engineering educa-
tion”. Presenting information in simple clear animations pro-
vides the educational environment with attractive and posi-
tive interaction that supports student understanding. Anima-
tion has a fundamental function especially in situations when 
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the method type is non-analytical or in cases when the analyti-
cal method is very difficult for the students to grasp [5]. 
 
 

6 EXAMPLES OF MULTIMEDIA USED IN ENGINEERING 

EDUCATION   

The following are some examples that focus on technology 
and developed ideas that show a variety of teaching methods 
in mechanical engineering:    

Reference [17] in their study about the importance of using 
multimedia as an enhancing tool for training engineering stu-
dents found that economic pressures on universities and the 
appearance of new technologies have encouraged the creation 
of new applications and programs for conveying engineering 
teaching performance. Reference [17] used 3D technologies to 
create an interactive practical educational system for measur-
ing mechanical parts. The educational system introduces three 
sections: 3D animation of mechanisms, assembly modeling of 
mechanisms and modeling of each part. The principle of 
mechanisms operation which was introduced by using 3D 
animations was accurate and well organized. In addition, [17] 
in their study result found that mechanical engineering stu-
dents had positive impact and felt more interested. They also 
found that the combination of both technologies 2D and 3D 
can be highly effective in terms of learning and gives the stu-
dents the chance to be innovative.   

In practical subjects such as mechanical engineering, stu-
dents may face problems in understanding the information. In 
many cases, the traditional manner of teaching is not the only 
issue but also the availability of the resources and especially 
the tools that are related to experiments. As a new learning 
tool, [15] in the University of Wolverhampton Virtual Learn-
ing Environment created a multimedia learning technology-
based environment using non-text animations in which stu-
dents could engage. The reason of designing their animation 
was because they discovered that some students face difficul-
ties in certain essential materials models which are included in 
the Science/Engineering subject. In addition, knowledge 
achievement turns to be challenging when students skip or 
miss a class. As a result, students understanding, recognizing, 
scoring and general performance decreases. The results of [15] 
study using multimedia to support learning showed that stu-
dents managed to proceed successfully in understanding 
complex atomic and crystal structures.       

Reference [14] found “the use of Internet technologies in 
this teaching tool makes it possible to conjure visualisations 
that cannot be achieved using traditional teaching materials 
such as transparencies”. They also agreed that “these virtual 
reality simulations and animations provide the capability of 
training students in NC programming and operations without 
the need to work on actual NC machines in the laboratory”. 

Reference [6] introduced their topic’s main idea which is 
‘Novel Technique to Improve Power Engineering Education 
Through Computer-Assisted Interactive Learning’ and what 
the whole procedure of the study is going to be about by using 
“PowerPoint slides and industry-furnished videos”. Those 
tools are useful when introducing a new topic to students. For 
a better result in gaining knowledge, it is essential that the 

classroom forms an enthusiastic and attractive feeling to the 
students. 

 

7 CONCLUSION 

Multimedia plays an important role in enhancing education 
because it is flexible and has a variety of elements such as an-
imation, audio, video, graphics, and text which if designed 
appropriately can be effective for learners in any learning situ-
ation. Animation as a multimedia element contains and de-
scribes all the other elements by forming a combination that is 
rich in presentation and delivering information. Well studied 
short animations that educate students on how a machine 
works together with supporting text for explaining the pro-
gress and the formula will form a very useful combination of 
multimedia presentation that will surely be easy to under-
stand and hard to forget. In addition, it will enrich users expe-
rience, formulate better academic performance and raise the 
learning process level of problem solving method. In conclu-
sion, multimedia technologies and specifically animation pro-
vides to students an attractive, effective and dynamic presen-
tation for the subject’s contents that makes the idea more close 
to understanding.   
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GaD-eM: An Adaptive Game Design Model for 
Malaysian Higher Education (HE) 

Mazeyanti M Ariffin 

 

Abstract—this paper aims to identify existing issues in designing educational game and discuss the limitation of existing GBL framework 

or model. The outcome of this study is an educational game design framework called GaD-eM that addresses all limitations identified 

earlier.  

Index Terms— GaD-eM, Game-based Learning (GBL), evaluation, game design, GBL framework/model, educational game design 

———————————————————— 

1 INTRODUCTION

GAME is a competitive activity whether physical or 
mental that has set of rules or constraints, with the aim 
to entertain or reward the players [1, 2].Game continues 

to gain its popularity when it is no longer limited in enter-
tainment industry but also starts to influence the advertising, 
analyzing, marketing, simulating and e-learning [3] and also 
in military [4], education [5] and healthcare [6,7]. The usage of 
game in education has introduced a new term. Game that be-
ing used in education is called game-based learning (GBL). 
GBL refers to the innovative learning approach derived from 
the use of computer games that posses educational value or 
different kinds of software applications that use games for 
learning and education purposes such as learning support, 
teaching enhancement, assesment and evaluation of learners 
[8]. Ref [9] further defined that in GBL, games are utilizes as 
medium for conveying the learning contents. It shows that the 
main aim of GBL is to emphasize on learning. Unfortunately 
there exist imbalance between maintaining level of excitement 
and conveying the learning content. Many GBL imparted too 
much excitement on the visual effect but failed to convey the 
learning contents [10]. Hence, it is critical to develop a GBL 
model that balances between these elements.  
 This paper is structured as follows: Section I covers 
the introduction, Section II discusses the background study 
and a literature review, Section III discusses on the proposed 
framework called Gad-eM, and finally in Section IV is the con-
clusion.   

2 . LITERATURE REVIEW 

2.1 Existing GBL Framework or models 

The literature search is carried out using various electronic 
databases that is relevant. The following terms were used  

 
(“computer games” OR “video games” OR “serious games” OR 
“simulation games” OR “simulation systems” OR “game-based 
learning “OR “online games” ) AND (“evaluation” OR “frame-
work” OR “model”) 

 
Table 1 listed 16 existing evaluation frameworks or models on 
GBL. 

 
 
 

TABLE 1 : LIST OF GBL FRAMEWORK/MODEL 

Framework / Model (s) 

Game Object Model v1[11] 

Game Object Model v2[12]  

Four Dimensional Framework [13] 

Kirkpatrick Four Level Evaluation Model[14] 

CRESST Learning Model[14] 

Affective Motivation Learning Model[14] 

Framework of Heuristic Evaluation in MMORPG[15] 

Framework for evaluating web based learning [16] 

Adaptive Digital Game-based learning[10] 

Design Framework for Edutainment Environment[17] 

Adopted Interaction Cycle for Games[18] 

The Engaging Multimedia Design Model for Children[19] 

SIG-Glue Quality Criteria Framework[20] 

Evaluation framework for GBL [21] 

Educational Computer Game Design Model [22] 

Framework of Heuristic Evaluation in MMORPG [15] and 
Framework for evaluating web based learning [16] are extend-
ed from the study done by [23]. Ref [23] introduced a heuris-
tics evaluation that focuses on finding interface usability prob-
lems by applying Human Computer Interaction (HCI) tech-
nique.  

Ref [10] reviewed four GBL frameworks including Design 
Framework for Edutainment Environment, Adopted Interac-
tion Cycle for Games framework, and The Engaging Multime-
dia Design Model for Children and Game Object Model and 
create a new framework called Adaptive Digital GBL which 
adds the learner characteristics as acomponent. The learner 
characteristics in this framework focus on the learner psychol-
ogy.  

Ref [17] introduces Design Framework for Edutainment 
Environment. In this framework, she identified that learner is 
an essential focus when designing educational game. She 
identified 4 factors that are closely related to the learners that 
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is storytelling, feel challenges while playing, interactivity and 
interfaces.  

Ref [18] focused on interactivity between learners and game 
when proposing the Adopted Interaction Cycle for Games 
framework. In this framework, they described how the inter-
action between a user and a computer game happens in term 
of cognitive and physical user actions.  

Ref [19] proposed The Engaging Multimedia Design Model 
for Children framework which focuses on engagement level of 
the learner. In her model, she claimed that high engagement 
level will be achieved if these features are presents such as 
simulation interaction, construct interaction, immediacy, feed-
back and goals.   

Ref[11] introduced Game Object Model that significantly 
addressed pedagogy and game design. The Game Object 
Model has been further developed using theoretical constructs 
and developments to become Game Object Model II. Game 
Object Model II is far richer model that includes social ele-
ments in designing educational game.  

Ref[14] reviewed three evaluation framework related to 
GBL including Kirkpatrick Four Level Evaluation, CRESST 
Learning Model and Affective Motivation Learning Model. 
These three frameworks are designed to evaluate learning 
outcome.  

Ref [22] introduced Educational Computer Game Design 
Model. In this framework they described the process, issues 
and challenges in designing educational computer game for 
Malaysian classrooms.   

 Ref [20] proposed a framework called SIG-Glue Quality 
Criteria Framework that covers both pedagogical and tech-
nical criteria. The outcomes of this framework are the classifi-
cation of games by learning purposes and an evaluation 
framework for assessing games.  

Ref [21] proposed a general framework for evaluating GBL 
called Evaluation Framework for Games-based Learning. In 
this framework, they identified all potential attributes that to 
be considered when evaluating a GBL application.   

Ref [13] developed a framework that addressed pedagogy 
which called Four Dimensional Framework (FDF). FDF de-
scribed representation, pedagogy used, context and learner 
specification as four vital aspects in order to assist tutor’s se-
lection and use of games in their practices. 

 
2.2 Limitation of existing GBL frameworks or models 
When designing an educational game it seems logical to 

design it from the pedagogical perspective because the main 
aim of using GBL is to motivate and engage learner with the 

intention that effective learning may occur [21]. Designing an 
educational game based on pedagogy is essential because un-
like COTS, the main objective of educational game is to teach 
and reinforce learned concept rather than entertainment [10, 
24]. Ref [25] and [21] reiterates that, creating an educational 
game should start from formalizing the relationship between 
learning theory, game design, play and development. Ref [25] 
and [21] argued that educational game have not been designed 
using any coherent theory of learning. Majority of educational 
games were designed based on the entertainment game which 
depends on the effective usage of multimedia elements to cre-
ate the learning experience [8]. Despite the importance of ped-
agogical elements, the existing frameworks or models is still 
has insufficient pedagogical support in educational game de-
sign.     

Furthermore, as to date very few models or frameworks 
address the learner characteristics or learner background in 
designing educational game particularly their customs, lan-
guages, culture, ethnicity and learning styles. Information 
about learners’ background helps to refine the game design so 
that it can provides more effective learning experiences. Ref 
[26] claimed that cultural context influences comprehension 
regardless of an individual background.  Ref [27] suggests that 
it is important to know the characteristics of the target audi-
ence when intending to use a game in learning. Presenting the 
learning materials in familiar concepts and situations from the 
learners’ own cultures allow to increase the knowledge acqui-
sition of learners [28]. Ref [29] stress that using topic that 
closely related to students lives could draw them into depth 
and complexity of a subject therefore it is important to present 
to students material which they can relate to in order to en-
gage them in the learning process. Success of educational 
game is due to an emotional link established between the 
game and learner [30]. 

Ref [22] failed to identify available educational game in the 

market that is suitable to be used in Malaysian context due to 

our multicultural and multiethnic background.  

Therefore, the aim of this work is to propose a framework 

that addresses those limitations.  

3 Proposed game design model 

Figure 1 illustrated the proposed game design model called 

GaD-eM. GaD-eM is derived from the Educational Computer 

Design Model [22]) and Game Object Model [11] 

 



 

 

Figure 1 : GaD-eM 
GaD-eM is basically harmonizing pedagogy dimensions and 
game design components. Educational games need to contain 
different aspects; those that promote educational objectives 
and those that allow for realization of these educational objec-
tives. Hence, an educational game area consists of different 
components that contain distinct interfaces. Game aspects that 
promote the educational objectives are called as ‘abstract inter-
faces’ and represented by black circles while game aspects that 
support educational objectives are called as ‘concrete interfaces’ 
and represented by white circles.   The game area embodies all 
components (each with their own interfaces) and interfaces that 
define the interactive learning environment. In GaD-eM mod-
el, the components are represented by squares.  

The game area component consists of seven motivational in-
terfaces namely play, exploration, challenges, fun, engagement, 
relevance and illustration. The illustration component contains 
story line, game genre, rules, goal, content, combination, learning 
outcome and instructional strategy interfaces with the aspects 
components embedded within it. The virtual agent, graphics, 
sounds, scaffold, navigation, control mechanism and language inter-
faces make up the story line, appearance and playability of the 
game. The game genre interface represents the content of the 
game. The goal interface represents the learning outcome of 
the game; while the rules interface depict the instructional 
strategy. The abstract interfaces therefore represent the peda-
gogical elements while concrete interfaces represent game el-
ements. 

3.1 Theoretical constructs of GaD-eM 

Game is “a physical or mental contest that has specific 
rules, with the aim to amuse or reward the gamers” [1,2]. Ref 
[2] provides the following definition of a game or computer 

game: “A game is an artificially constructed, competitive ac-
tivity with a specific goal, a set of rules and constraints that is 
located in a specific context.” As a result, an educational game 
should present play, fun, explorative, and challenge in an en-
gaging environment. It is also must governed by specific rules 
with a specific goal that is located in a specific context.  

Games provide situated experiences in which players are 
immerse in complex problem solving task [5]. Ref [2] and [13] 
defined instructional games as games that have been specifi-
cally designed or modified to meet learning objectives. As a 
result, an educational game should allow learner to apply 
their prior knowledge into the current knowledge in order to 
achieve a goal. This type of skill is called combination 

Ref [31] defines game as “an activity that is voluntary and 
enjoyable, separate from the real world, uncertain, unproduc-
tive (in that activity does not produce any goods of external 
value) and governed by rules. Ref [32] said that computer 
games have the following characteristics rules, goals & objec-
tives, outcomes and feedback, con-
flict/competition/challenge/opposition, interaction and rep-
resentation or story. 

 CONCLUSION  

As a conclusion, a GBL framework is proposed to address 
those limitations that have been identified in the existing 
frameworks or models. Thorough study has identified lack of 
pedadogy components in game design, failure to consider 
learner background and game genre as components that has 
potential to influence learning in Higher Education. This study 
hopes to implement the identified components in the game 
development and investigate the game effectivess in imparting 
learning in Higher Education in Malaysia.  
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A Dynamic Self-Adaptive Music-Inspired 
Optimization Algorithm for the Hippocampus 
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A Preliminary Study  

Ali Kattan, Rosni Abdullah 

 
Abstract—The hippocampus is a structure in the medial temporal lobe of the brain that is involved in episodic memory function. The 

texture features of the hippocampus could give better differentiation between Alzheimer’s disease and normal controls. The localization of 

the hippocampus structure in MRI histological images is considered as a multimodal global continuous optimization problem, which is 

solved by means of soft computing techniques using stochastic global optimization methods. Recently, the harmony search (HS) algorithm, 

a music-inspired optimization method, was introduced as a new soft computing rival. However, the overall performance of this algorithm is 

quite sensitive to the proper settings of its parameters prior to starting the optimization process. Many have proposed HS-based variants 

that promote self-adaptive parameter settings. In this paper we propose a new HS-based algorithm with dynamic and self-adaptive 

features. Since this work represents an early step prior to considering a full implementation on actual biomedical images, the proposed 

algorithm is tested using a multimodal global continuous optimization benchmarking problems rather than actual hippocampus biomedical 

images. Results demonstrate the superiority of the proposed algorithm against many other HS-based competing methods. 

Index Terms—biomedical imaging, computational intelligence, evolutionary algorithms, harmony search, soft computing, meta-heuristic.   

——————————      —————————— 

1 INTRODUCTION                                                                     

HE hippocampus is a structure in the medial temporal 
lobe of the mammal brain involved in episodic memory 
function. In patients with Alzheimer's disease (AD), 

smaller hippocampal volumes measured on magnetic reso-
nance imaging (MRI) correlate with worse memory function 
[1]. The hippocampus has long been known for its crucial role 
in learning and memory processes where it has recently been 
demonstrated that the volume of the hippocampus is an early 
biomarker for AD [2]. AD is a brain disorder that destroys 
brain cells, causing problems with memory, thinking, and be-
havior severe enough to affect work, lifelong hobbies, or social 
life. However, the accurate diagnosis of AD can be challeng-
ing, in particular at the earlier stage. Early diagnosis of AD 
patients is important because it allows early treatment with 
cholinesterase inhibitors, which have been shown to delay 
institutionalization and improve or stabilize cognition and 
behavioral symptoms [3]. Most biomedical image acquisition 
techniques of the hippocampus region have many problematic 
features that will hamper tasks like localization and segmenta-
tion of structure in such images. These include fuzziness of the 
hippocampus boundaries and the relatively large image size 
in addition to many others. Object detection in general would 
impose some strict requirements related to accuracy and exe-
cution speed [4].  

The texture features taken only from hippocampus gives bet-
ter differentiation between AD and normal controls. There-
fore, the textures of hippocampus are much affected by AD 
[3]. The localization of structures in biomedical images is con-
sidered as a multimodal global continuous optimization prob-
lem and solved by means of soft computing techniques [2, 4]. 
A technique used for the proper localization of the hippocam-
pus was initially presented in [4] and then used in [2]. The 
hippocampus is located by detecting, as landmarks, two re-
gions which are usually well distinguishable within the struc-
ture: the pyramidal and granule cell layers, which belong to 
the Ammon’s Horn (CA) and Dentate Gyrus (DG) regions, 
respectively as shown in Figure (1) top. 

In this technique a 2D deformable model of a section of the 
hippocampus is made to fit the corresponding region of a his-
tological image, to accurately localize such a structure and 
analyze gene expression in specific sub-regions. Once the 
model is defined, a similarity measure must also be defined 
that drives the model search towards the actual configuration 
of the object, i.e., that reaches its maximum when the image 
representation of the model is perfectly superimposed to the 
object as it appears in the image as shown in Figure (1). The 
problem then becomes a global optimization problem, that is 
the search of the model parameters, which maximize the simi-
larity measure. The landscape searched by the optimization 
algorithm is usually strongly multimodal [2]. Therefore, the 
next crucial step to be taken is the selection of a good heuristic, 
which can deal with such a rough landscape both efficiently 
and effectively. Stochastic global optimization (SGO) methods, 
such as particle swarm optimization (PSO) and deferential 
evolution (DE) have been successfully used to locate the hip-
pocampal region in biomedical images [2, 4]. However, it was 
shown in [2] that (DE) significantly outperforms other meth-
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ods including genetic algorithm (GA) and PSO. In the afore-
mentioned method, active shape models (ASM) are used 
based on deformable models in medical image analysis [5, 6]. 
The method parametrically deformed the model shape to 
match as closely as possible the shape of the hippocampus in 
the region to be located in the biomedical image used. The 
model is moved and deformed by altering its parametric rep-
resentation using an optimization heuristic, which maximizes 
a function that measures the similarity between the model and 
the object itself [2, 4]. From another perspective, the problem 
could be also considered as a minimization problem whereby 
the algorithm tries to minimize the difference between the 
model and the object itself. 

 

Figure (1) Example of a hippocampus histological image (top) 

and a hippocampus model (bottom). The dotted lines in the 

model represent the lower and upper limits for the possible 

deformation of the model [4] 

 
SGO methods such as GA are commonly used in computa-

tional neuroscience [7-9]. In order to solve global optimization 
of continuous functions, SGO algorithms proved to be effec-

tive optimization techniques as they do not require special 
conditions or mathematical properties of the objective func-
tions [10]. A recent SGO method is the harmony search (HS) 
algorithm [11], which is similar in concept to other SGO meth-
ods such as PSO and GA in terms of combining the rules of 
randomness to imitate the process that inspired it [12]. The HS 
algorithm is a relatively young meta-heuristic that was in-
spired from the improvisation process of musicians and is 
used successfully for many optimization problems with con-
tinuous design variables [12-14]. However, the algorithm ca-
pabilities are quite sensitive to the settings of its parameters 
affecting its overall performance and its ability to converge to 
a good solution [10, 15].  

In this work, the development of a new HS-based algorithm 
having self-adaptive features is introduced. The proposed al-
gorithm enables the dynamic settings of some of the important 
algorithm’s parameters using new quality measure. Since this 
work represents an early step prior to considering a full im-
plementation on actual biomedical images, the proposed algo-
rithm is tested using multimodal global continuous optimiza-
tion benchmarking problems rather than actual hippocampus 
biomedical images. Results demonstrate the superiority of the 
proposed algorithm against many other SGO methods includ-
ing recent variants of HS making it a potential candidate 
method for a hippocampus localization and detection in MRI 
histological images. 

The rest of this paper is organized as follows: section 2 
gives a background of the HS algorithm. Section 3 presents 
related works covering some recent HS-based algorithms with 
self-adaptive features. Section 4 introduces the proposed 
method along with the empirical results in section 5. Section 6 
is the discussion and the conclusions are given in section 7. 

2 BACKGROUND 

The original HS algorithm, referred to as classical hereafter, 
was introduced as an alternative optimization technique for 
linear programming, non-linear programming and dynamic 
programming [16]. The method can handle discrete and con-
tinuous variables with similar ease [11]. HS concept is based 
on the improvisation process of musicians in a band where 
each note played by a musician represents one component of 
the harmony vector. The harmony vector represents a solution 
vector x, having the size N representing all musician notes 
associated with a harmony quality value, an aesthetic meas-
ure, as shown in Figure (2). The harmony vector is analogous 
to N dimension variables and the harmony quality represents 
the fitness function f(x). The computational procedure for the 
classical HS algorithm is given in Figure (3). For a complete 
description of the algorithm refer to [11]. 

The classical HS algorithm required statically setting a cer-
tain number of parameters prior to starting the optimization 
process. However, the algorithm capabilities are quite sensi-
tive to these parameters’ settings affecting its overall perfor-
mance and its ability to converge to a good solution where 
these parameters need to be skillfully assigned in order to ob-
tain good results [17].  

 



 

 

Figure (2) The harmony vector and its  

mathematical representation 

 

Figure (3) The computational procedure for  

classical HS algorithm 

3 RELATED WORKS 

Two of the HS algorithm optimization parameters, namely 
the pitch-adjustment rate (PAR) and the bandwidth (BW) are 
considered to have a great influence on the quality of the final 
solution [10]. Many recent works have proposed “self-
adaptive” HS variants that would automatically tune and find 
the best settings for these two optimization parameters achiev-
ing better results than that of the classical. However, many of 
these variants have also introduced new additional parame-
ters, which in some cases would also require an additional 
effort to set their initialization values manually prior to start-
ing the optimization process and depending on the problem 
considered. In addition, many of these rivals have forced a 
relationship between the value of these parameters and the 
current iteration count imposing a linear monotonic change 
that is bounded by a maximum integer value (MAXIMP), as in 
the algorithm of Figure (3), where this value is selected subjec-
tively by the user to signal termination. Consequently, the 
selection of such integer value would affect the whole optimi-
zation process.  

The Improved HS (IHS) [18] and Global-best HS (GHS) [19] 
were the first two early attempts to auto-tune these parame-
ters. The value of these parameters would be computed in 
every iteration based on the current improvisation rate value, 

which is bound by MAXIMP. Both of these algorithms have 
reported superiority over the classical HS in a number of do-
mains. However, each algorithm has its own limitations and 
many have criticized the methods’ approach used in adjusting 
these optimization parameters [10, 17, 20].  

The self-adaptive harmony search (SHS) algorithm is “an 
almost-parameter-free harmony search algorithm” [10]. In this 
method some of the parameters are automatically adjusted 
according to its self-consciousness. The PAR is decreased line-
arly with from 1.0 to 0.0 as a function of the iteration count 
that is bounded by MAXIMP. The BW on the other hand was 
replaced altogether and the new harmony is updated accord-
ing to the maximal and minimal values in the harmony 
memory (HM). It was indicated that such technique would 
result in the new harmony making better utilization of its own 
experiences. The BW is computed for each dimension variable 
based on the highest and lowest value of the HM for that di-
mension variable. The formulas used in SHS are given in Eq. 
(1) through (3). 
 

                                 … (1) 

                                                … (2) 

                                                … (3) 

 
The technique used in SHS would avert the need for any in-

itial setting involving the PAR and BW values. Based on a 
number of full-factorial experiments involving the harmony 
memory consideration rate (HMCR) and the HM size (HMS), 
it was found that a HMS size of around 50 and a HMCR value 
of 0.99 are the most suitable to use for a number of continuous 
optimization problems. The maximum iteration count for all 
the problems considered was set to a value of 100,000. 

The self-adaptive GHS (SGHS) algorithm [15] is based on 
the GHS algorithm [19] and employs a new improvisation 
scheme with an adaptive parameter tuning method. Three 
parameters are adjusted dynamically during the optimization 
process in SGHS, namely the HMCR, the PAR and the BW. It 
is assumed that the HMCR and PAR values are normally dis-
tributed in the range of [0.9,1.0] and [0.0,1.0] respectively with 
mean values HMCRm and PARm. It uses a standard devia-
tions of 0.01 for the HMCR and 0.05 for the PAR. The HMCRm 
and the PARm are initially set prior to starting the algorithm 
at 0.98 and 0.9 respectively. Then SGHS starts with a HMCR & 
PAR values generated according to the normal distributions of 
these two. After a specified number of iterations, referred to as 
learning period (LP), which was selected at a value of 100, 
both the HMCRm and the PARm are recalculated by averag-
ing all the recorded HMCR and PAR values during this period 
and then the procedure is repeated. It was mentioned that 
such approach would result in appropriate values that can be 
gradually learned to suit the particular problem and the par-
ticular phases of the search process. The dynamic value of the 
BW is set in a fashion that is similar to that used in the IHS 
algorithm, i.e. as function of the current iteration count and 
MAXIMP value and as given in Eq. (4). To sum up, the SGHS 
algorithm still requires the initial value setting of BWmin, 
BWmax, HMCRm, PARm and the new parameter LP. These 
parameters must be determined manually before starting the 
optimization process.  
 



 

 

         

 
      

           

      
                      

                                           
   … (4) 

 
Another recent self-adaptive HS variant is the harmony 

search with adaptive pitch adjustment (HSASP) algorithm 
[20]. In this algorithm, the bandwidth value is adapted dy-
namically using a technique inspired from the velocity clamp-
ing in particle swarm optimization. Arguing that the simulta-
neous dynamic change of both the HMCR and the PAR can 
cause a twist of global and local search (a contradiction to the 
concept used in the SGHS algorithm), the HSASP algorithm 
uses a high fixed value of 0.995 for the HMCR parameter 
while the PAR, as in SHS, is decreased linearly from 1.0 to 0.0 
during the optimization process. It was indicated that a large 
HMCR value would increase convergence rate of the algo-
rithm in most cases and provides better performance [10, 18, 
19]. It was argued that the technique used in SHS [10] using 
the lowest and the highest values of the ith dimension variable 
in the HM, given previously in Eq. (1) through Eq. (3), would 
eliminate the benefits of the exploration of search space out-
side the current boundary confined within a minimum and a 
maximum current values and would result in non-uniform 
distribution of position of the new harmony. In the HSASP 
method the improvisation process also considers using the 
current high and low values of each dimension variable within 
the HM. However, the improvisation would introduce two 
new terms, the range and the value λ and as given in Eq. (5) 
through Eq. (8). The bandwidth parameter BW is replaced 
with λ×range where it is argued that stochastic oscillation in 
each dimension is restricted to the current range of harmony 
position and is regulated by the parameter λ with values rang-
ing from 0.2 to 0.8.  
 

                                 … (5) 

                            … (6) 

If trial(i)< xL(i) then trial(i)= xL (i)   … (7) 

If trial(i)> xU(i) then trial(i)= xU(i)   … (8) 

 
The proposed technique has shown to attain good results in 

comparison to other methods including SHS [10] and the clas-
sical HS [11]. However, it still requires several manual setting 
for the newly introduced parameter λ. The best values were 
found to be 0.3, 0.4 and 0.5 considering the problems selected. 
As for other parameters, the HMS was set at 50 with the 
memory initialized using the common uniform random initial-
ization and the maximum iteration count was set manually 
based on the problem dimensionality.  

There are two contradicting techniques to change the PAR 
in the methods introduced above. The PAR either starts from a 
minimum value and ends with a maximum one as in IHS, 
GHS and SGHS [15, 18, 19] or it starts from a maximum value 
and ends with a minimum one as in SHS and HSASP [10, 20]. 
Regardless of the technique, the PAR behavior is predeter-
mined in these methods to be monotonic and does not take 

into account the quality of solutions in the current HM. A 
larger value of the PAR would result in further modification to 
the newly created dimensional variable thereby enhancing the 
local exploitation ability of the algorithm, whereas a smaller 
value of the PAR would result in the new harmony vector to 
select its dimensional values by perturbing the corresponding 
values in the HM, thus enlarging the search area and diversity 
of the HM [10]. The main difference among these methods is 
choosing which one to take place first, local exploitation or 
enlarging the search area and diversity? i.e. start with large 
PAR value or small PAR value? There is no link between the 
“quality” of the current solutions and the PAR value setting. 

4 PROPOSED METHOD 

The proposed method utilizes the Best-to-Worst (BtW) ratio 
of the current HM. The concept of BtW was introduced earlier 
by the authors for the training of artificial neural networks 
using the HS algorithm [12, 21]. The words “best” and “worst” 
are part of the HS algorithm nomenclature whereby the algo-
rithm basically tries to find the “best” solution among a set of 
solutions stored in the HM by improvising new harmonies to 
replace those “worst” ones as in the algorithm given in Figure 
(3). At any time the HM would contain a number of solutions 
including a best solution and a worst solution in terms of their 
stored quality measures, i.e. fitness function values. With min-
imization problems in mind, the BtW value is a value in the 
range [0,1] and as given by the ratio of the current best har-
mony fitness value to the current worst harmony fitness value 
in HM. This is expressed in Eq. (9) where a higher BtW value 
in this case indicates that the quality of current HM solutions 
is approaching that of the current best. If maximization prob-
lems are considered however, then the problem could be 
treated as minimization one by using the inverse of the fitness 
function. In both cases a higher BtW value indicates that the 
quality of current HM solutions is approaching that of the cur-
rent best. 
 

    
         

          
                   … (9) 

 
The PAR value in the proposed method is adjusted dynam-

ically based on the value of the current BtW ratio rather than 
the value of the current iteration count. This is shown in Fig-
ure (4) where as search progresses, the BtW value would even-
tually decrease owing to having better quality solutions in 
HM. This behavior is expressed in Eq. (10) and Eq. (11) where 
the PAR becomes a function of the BtW value and not the iter-
ation count. Unlike the methods introduced in the previous 
section, the PAR change is not monotonic and is not bound by 
a MAXIMP value. The PAR is to increase or decrease in re-
sponse to the quality of current solutions in the HM represent-
ed by the computed BtW ratio. 

 



 

 

Figure (4) The dynamic setting of PAR in the proposed method 
 
 

       
             

   
                      … (10) 

 

                                      … (11) 

 
PARmax is set at the value of 1.0, as in many of the methods 

presented earlier, and PARmin is set at a small value that is 
greater than zero. Setting PARmin to zero might inhibit the 
pitch adjustment process completely in case of HM stagnation; 
a condition in which BtW becomes close to unity awing to 
having similar solutions in HM. If the BtW value decreases, 
indicating a range of different quality solutions, then the PAR 
value increases to reflect the local exploitation ability of the 
algorithm and cause further modifications to the newly creat-
ed harmony. On the other hand if the BtW value increases, 
indicating a higher quality solutions within the HM, then the 
PAR value decreases to enlarge search area and diversity by 
causing the values of the newly created harmony to be select-
ed by perturbing the corresponding values in the HM. 

The pitch-adjusting process is accomplished by using a dy-
namic bandwidth value (DBW) that considers each harmony 
vector component (dimension variable) separately and as giv-
en in Eq. (12) and Eq. (13).  
 

                        
                           … (12) 

                                           … (13) 

 
The ActiveBW for the considered dimension variable is 

computed by calculating the standard deviation of the respec-
tive HM column. The DBW of the dimension variable is a ran-
dom value confined within the positive and negative range of 
the ActiveBW for that dimension variable. This is similar in 
concept to settings used in the SHS and the HSASP methods 
presented earlier in that it considers the current high and low 
values existing within the HM for each dimension variable. 
The standard deviation in this case represents how much vari-
ation exists from the average of each component vector value 

in the HM. A value of C>1.0 would extend the dynamic 
bandwidth value so that it would not eliminate the benefits of 
the exploration of search space outside current boundary con-
fined within a minimum and a maximum [20]. Based on a 
number of experiments, using a value of C=2.0 makes the per-
formance of our proposed algorithm comparable to those pre-
sented earlier.  

Termination in all other methods presented earlier is the 
same as that of the classical HS; specifying a maximum num-
ber of iterations as stipulated by MAXIMP value selection [10, 
15, 17, 20]. The proposed algorithm also uses this standard 
termination condition whereby the total number of optimiza-
tion cycles is bounded by using a MAXIMP value. The pro-
posed method however adds an additional termination condi-
tions that is “OR”ed with the standard one. With minimiza-
tion considered, if the current fitness function value of the best 
solution within HM is less than a very small value delta, then 
this would also signal termination. 

5 EMPIRICAL RESULTS 

The localization of the hippocampus in histological images 
is considered as a multimodal global continuous optimization 
problem whereby the algorithm tries to minimize the differ-
ence between the model and the object itself and as shown in 
Figure (1). It was stated earlier that this work is an early step 
prior to considering a full implementation on actual biomedi-
cal images. Tests were conducted using two multimodal 
benchmarking functions rather than actual biomedical images. 
The benchmarking optimization functions are shown in Figure 
(5) and Figure (6). In addition to the function’s 3D graph, 
which gives a visual idea about the function’s surface nature, 
the function’s equation, range and optimal value are also in-
cluded. The Generalized Schwefel 2.26 function is considered 
deceptive in that the global minimum is geometrically distant, 
over the parameter space, from the next best local minima. 
Therefore, the search algorithms are potentially prone to con-
vergence in the wrong direction. The Rastrigin function is a 
non-convex function used as a performance test problem for 
optimization algorithms. It is a typical example of non-linear 
multimodal function. This function is a fairly difficult problem 
due to its large search space and its large number of local min-
ima. These two multimodal functions have been commonly 
used as optimization problems in the evolutionary computa-
tion field [22, 23] and are characterized by having many local 
optima in addition to single global optima. The number of 
local optima increases exponentially with the dimension of the 
problem. This appears to be the most difficult test for optimi-
zation algorithms [22]. 

 



 

 

Figure (5) Rastrigin’s multimodal benchmarking problem  

 
 

Figure (6) Generalized Schwefel 2.26 multimodal  

benchmarking problem 

 
 

The value settings for the HMS and the HMCR where in-
vestigated thoroughly in SHS and HSASP [3, 10] and common 
values are used for these two in the proposed method. With 
minimization problems in mind, fitness function values that 
are less than delta = 1.0E-50 are considered to be practically 
zero and would cause immediate termination otherwise ter-
mination is bound by the MAXIMP value. Table (1) summa-
rizes the parameter settings used in the proposed DSHS. 
 

Table (1) Parameter settings for DSHS 

N HMS HMCR PARmin PARmax MAXIMP 

100 50 0.99 0.1 1.0 6.0E+05 

 
In each test the proposed DSHS algorithm was run for 30 

times and the bootstrap-t statistical analyses were carried out 
with 95% confidence interval for all test functions to verify the 
method. Table (2), given at the end of the paper, shows the 
results of the proposed method in comparison to others. The 
ODE results column in this table represents the results of the 
opposition-based differential evolution (ODE) SGO method 
[24] and was obtained from [20]. ODE is a recent variant of DE 
and represents a state-of-the-art evolutionary algorithm. In 
case of HSASP, the reported results are associated with differ-
ent λ value and these are shown in square brackets in its re-
spective column in the table. The best-attained value with its 
associated iteration count and the last iteration for which the 
proposed DSHS algorithm terminated are given in the last 
column. 

6 DISCUSSION 

As given in Table (2), the optimization results obtained us-
ing the proposed method were superior in comparison to oth-
er SGO methods. In the Rastrigin problem the proposed DSHS 
method was able to terminate earlier based on the opted preci-
sion for the minimum fitness value (delta <= 1.0E-50), which 
could be practically considered as zero value. In all of the self-
adaptive rival methods considered in this work, the MAXIMP 
value selection must guarantee that the method would be able 
to converge to a good solution in a number of optimization 
cycles that is less than MAXIMP. Such value could be manual-
ly selected based on “experience” however it could be also 
obtained empirically based on actual testing for the problems 
considered.  

In order to explain the behavior exhibited by PAR in rela-
tion with BtW, Figure (7) shows the convergence graph ob-
tained for one of the experiments for the Rastrigin benchmark-
ing problem. Graphs (a) shows the PAR value while graph (b) 
shows the acceptance rate percentage. Both graphs are drawn 
against accepted improvisations. Because these graphs contain 
condensed data due to the large number of iterations, a 
trendline is included to show the general behavior where it is 
plotted as a sixth order polynomial. As expressed earlier in Eq. 
(11), PAR changes dynamically in response to the current val-
ue of BtW and is inversely proportional to BtW and as shown 
earlier in Figure (4). The increase in PAR values at the begin-
ning of the optimization process indicates that the HM con-
tains a wider range of solutions having dispersed fitness val-
ues. PAR is increased to trigger the local exploitation ability of 
the algorithm and cause further modifications to the newly 
created harmony using the DBW values based on the current 
active bandwidth. The next decline in PAR values was in re-
sponse to having higher BtW values. This indicates that the 
quality of the current solutions in the HM is becoming close to 
that of the current best solution. In response the PAR value is 
decreased almost to the value of PARmin in order to enlarge 
search area and diversity by causing the values of the newly 
created harmony to be selected by perturbing the correspond-
ing values in the HM. This has resulted in a higher improvisa-
tion acceptance rate as evident in the matching response 



 

 

shown in graph (b) of Figure (7).   
Considering the problem of localization of the hippocam-

pus in histological images, the more recent method discussed 
in [2] have indicated that using the DE SGO method gave bet-
ter results than those obtained using PSO in [4]. In Table (2), 
the proposed DSHS algorithm performed much better than the 
state of the art ODE (which is based on DE). This work is an 
early preliminary step towards the implementation of the 
proposed DSHS algorithm in the localization of the hippo-
campus in biomedical images. The results obtained clearly 
indicate that the proposed method is a potential candidate for 
implementation of localization of the hippocampus in biomed-
ical images. 

 

 
(a) 

 

 
(b) 

Figure (7) The convergence graph for the Rastrigin’s  

multimodal benchmarking problem 

7 CONCLUSIONS 

The texture features of the hippocampus could give better 
differentiation between Alzheimer’s disease and normal con-
trols. The localization of the hippocampus structure in MRI 
histological images is considered as a multimodal global con-
tinuous optimization problem that using stochastic global op-
timization methods. This work represents a preliminary re-
search towards the development of an alternative dynamic 
and self-adaptive stochastic global optimization method that is 
based on the harmony search algorithm. Testing considered 
two commonly used multimodal global continuous optimiza-
tion benchmarking problem rather than actual hippocampus 

biomedical images. Results indicated the superiority of the 
proposed method in comparison to some recent rival methods. 
In addition, the proposed algorithm dynamic and self-
adaptive features have resulted in a competitive performance 
in comparison to other harmony search based methods having 
self-adaptive features. Future work should consider the pro-
posed method as a potential candidate for full implementation 
of localization of the hippocampus in biomedical images. 
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Table (2). Optimization results of the proposed DSHS method against other SGO methods 

Multimodal  
Benchmarking 

Function 
HSASP [20] SHS [10] SGHS [15] ODE [24] 

Proposed Method 

DSHS 

Best value 
@iteration, 
Termina-

tion 

GSchwefel 2.26 1.866E+00 
 (1.348E+00) 

[λ=0.2] 

1.459E+01 
(7.253E+00) 

3.57E+01 
(8.60E+01) 

3.243E+04 
(5.508E+02) 

8.18E-01 
(7.19E-02) 

6.79E-01 
586,731 

MAXIMP 

Rastrigin 1.485E+00 
 (8.498E-01) 

[λ=0.3] 

2.040E+01 
(3.107E+00) 

1.24E+01 
(2.64E+00) 

6.009E+02 
(6.880E+01) 

0 
(0) 

 

0 
214,548 
214,548 

 

 



  

Monitoring, Tracking and Quantification of Quality 
of Service in Cloud Computing 
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Abstract— Cloud computing has become a buzzword in computing circles now a days. Due to the attraction of cloud computing, it has 

attracted several service providers to the market in a very time. These cloud service providers have created a very competitive market for 

the customers to choose from. Due to the heavy competition, the cost of cloud services must be kept at a minimum in order to attract the 

sufficient number of customers. Also on the other hand, the service providers must assign as many customers as possible to a single 

physical system, so that the investment on these systems becomes profitable.  When many customers are assigned to a single physical 

system, the Quality of services (QoS) of the cloud offerings would suffer. Hence it becomes necessary to monitor, track and quantify the 

QoS of the cloud systems in order to provide the right information to both customers and service providers. This information would help 

both customers and service providers in terms creating a match between them based on expectations and the capacity to meet them. This 

would increase the efficiency of the cloud systems by loading them to the optimum levels without sacrificing on the expected quality. 

Continuous monitoring would help to understand the behavior of the system in the short term and long term helping the service providers to 

take the necessary remedial actions soon. In this paper, the authors describe the research motivation, objectives, research questions, 

methodology adopted and significance of the PhD project carried out for developing a QoS monitoring, tracking and quantifying system. It 

also outlines the progress of the work so far along with the achievements. 

Index Terms— Cloud Computing, Quality of Service, Service Level Agreement, Resource Optimization.   

——————————      —————————— 

1 INTRODUCTION                                                                     

loud computing has the changed the entire computing 
landscape by making the resources available over the 
internet as services. Similar to electricity, water, gas and 

telephony, computing also becomes a utility under cloud 
computing [1]. Under the utility computing paradigm, compu-
ting resources including hardware, development environment 
and user applications can be accessed remotely over the Inter-
net and paid for only the usage. In the recent times, due to the 
popularity of cloud systems the market has been flooded with 
a large number of cloud service providers [2]. These cloud 
providers host their services on the Internet and make them 
available to any customer who would like to purchase them. 
In [3], Garg, Gopalaiyengar and Buyya state that at any given 
time, large virtualized systems may host and serve thousands 
of customers. Though cloud computing systems are advanta-
geous to both customers and service providers in terms of 
economy and utilization of resources, if the resource provi-

sioning is not carried out optimally it would also become a 

disaster [4]. Similar to any other subscription based services, 
prior to the commencement of the services, the service provid-
ers and customers enter into an agreement called Service Level 
Agreement (SLA) [5]. The SLA would contain the roles and 
responsibilities of the parties involved, scope of services, qual-
ity and performance requirements, charges and rates etc. Thus 
Quality of Services (QoS) plays an important role in making 
the cloud services acceptable to customers.  

In this paper, the authors present a proposal of a project 
that has been targeted towards designing a secure reliable 
monitoring, tracking and quantifying system for cloud com-
puting. The paper discusses in detail all the elements of the 
proposed project namely research motivation, objectives, re-
search problem and questions, methodology adopted, and 
significance of the work along with the progress so far. The 
paper also presents a brief literature review that has been car-
ried out as part of this project. 

The rest of this paper is organized as follows. Section 2 pre-
sents the research motivation that provided impetus for fur-
ther comprehensive investigation into this exciting field of 
cloud computing. Section 3 discusses the problem statement 
and research questions providing a background to the exact 
research area along with the problems studied. Section 4 de-
tails the proposed methodology adopted in this work. Discus-
sion on expected contributions to be made by this PhD re-
search is given in Section 5, while Section 6 provides a brief 
summary of the related work carried out in this area while 
Section 7 presents the preliminary research work carried out 
so far. Conclusion and future work is presented at last in Sec-
tion 8. 

2 RESEARCH MOTIVATION 

Though cloud computing provides many advantages to both 
customers and service providers in terms of cost savings and 
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utilizations, it still needs to earn the confidence of the custom-
ers in certain other aspects for it to become commonly de-
ployed successful technology.  Due to the dynamic nature of 
cloud computing resulting from the creation and hosting of 
virtual systems on the fly, the performance of the system be-
comes unpredictable [6]. Many of the commercial applications 
including multi-tiered business applications, scientific data 
processing, multi-media applications that can benefit from 
cloud computing are highly sensitive to quality variations [7]. 
The QoS requirements to be met by the service provider along 
with the penalties to be imposed, in case of violation are speci-
fied in SLAs signed by both parties [5]. An example SLA to be 
signed between Amazon Web Services (AWS) a leading cloud 
provider and its customers who wish to use its Amazon Sim-
ple Storage Service (S3) can be found at [8]. As per the SLA, 
the AWS commits to take commercially reasonable efforts to 
maintain the availability of Amazon S3 at least at 99.9% dur-
ing any monthly billing cycle. The compensation for failing to 
meet the above commitment is service credit also described in 
the SLA. There is no further commitment made on any other 
QoS expectations.  

From the above discussion, it can be seen that the commit-
ments made by leading cloud service providers at present are 
too simple and does not mention the complex application spe-
cific requirements. This kind of SLAs may not be strong 
enough to attract business customers whose applications are 
more sensitive to fluctuations in QoS in many dimensions. The 
situation has been more aggravated by news item reported in 
the media about the high-profile crash of Amazon EC2 cloud 
services [9]. This service outage affected many high profile 
businesses who had hosted their services at AWS. Not only 
the site was down for many days and but also some organiza-
tions lost their data permanently.  

Hence the cloud service providers need to come up with 
innovative methods to provide the service quality demanded 
by different types of applications and also to assure them that 
these commitments will be maintained. Also there should be 
independent verification of the maintenance of the claims of 
meeting commitments by service providers. Only if the above 
can be provided, customers will have confidence on the ser-
vice providers and would readily move their applications to 
cloud systems   in order to reap the benefits of cloud compu-
ting.  

The main objective of our research is to come up with an 
innovative model and mechanisms to monitor track and quan-
tify the dynamically changing the QoS performance of cloud 
services. The proposed model would be able to track the per-
formance in many dimensions using multiple QoS parameters 
and quantify them in an easily understandable form. During 
the request, allocation of resources and executing the required 
tasks, the performance of the system may face unpredictable 
challenges due to availability of resources, load, and through-
put of hardware services. Hence it is a must to continuously 
monitor and track the real time QoS performance of cloud sys-
tems.  

Detecting exceptions, malfunctions and degradations of 
service quality would help service providers to act proactively 
and correct them before the systems break down. This would 
help the service providers to maintain their service quality and 
confidence cultivated in the customers’ minds.  System degra-

dations can be detected and handled through the development 
of an efficient, scalable, interoperable, easy-to-use monitoring 
tool. In this project our object is to conduct an in depth re-
search in order to achieve the research goals given below. 
1. To develop an analytical (mathematical) model that can be 

used to predict the QoS of cloud systems under various 
conditions. 

2. To develop techniques that can dynamically monitor, 
track and quantify the QoS of cloud computing systems.  

3. To develop mechanisms that can distribute the computed 
QoS score securely among cooperating systems. 

3 PROBLEM STATEMENT AND RESEARCH QUESTIONS 

The main objective of this research project is to design, devel-
op, implement and test a system that can be used to continual-
ly monitor, track and quantify the performance of cloud com-
puting systems. The performance of a cloud computing sys-
tem is very dynamic due to the very nature of the system it-
self. Cloud systems create virtual computers and host applica-
tions on them on the fly. Similarly they can remove these vir-
tual computers and release the resources back, once the re-
quired work has been completed.  

Cloud computing services have been divided into three 
main layers. They are namely, Infrastructure as a Service 
(IaaS), Platform as a Service (PaaS) and Software as a Service 
(SaaS) [10]. Fig. 1 shows the Cloud services layered model 
along with the underlying physical computing infrastructure 
and virtualized computing infrastructure as two distinct lay-
ers. The physical hardware is the real workhorse that carries 
out the processing. The physical hardware is generally pro-
vided in the form of computing clusters, grids or individual 
servers [11]. The virtualized computing infrastructure is creat-
ed by installing a Virtual Machine Manager (VMM) on the 
physical hardware [12]. The VMM provides the necessary iso-
lation and security between the multiple virtual machines 
running in parallel on a single physical computer.  

Fig. 1: Cloud Computing Layered Model 

IaaS is the provision of virtual hardware as a service over 
the Internet. These virtual machines can be brought up and 
removed on the fly based on customer demand. Once a virtual 
machine has been purchased, it can be treated as if it is real 
hardware and any operating system and applications can be 
installed on it. PaaS is the complete software development 
environment along with operating system, development and 
testing tools and application programming interface installed 
on virtual hardware. PaaS helps web based application devel-
opers to reduce the cost and time of bringing their applications 
to market from the design boards. SaaS is the new paradigm 
of software marketing and ownership. SaaS enables customers 



 

to access web based applications hosted in remote data centers 
and pay only for the usage. These applications have the capa-
bility of managing their own data and configuration infor-
mation to suit individual user requirements. 

From the above description of cloud computing systems, it 
can be seen that cloud systems can host applications and ser-
vices that have drastically different requirements in terms of 
QoS [13]. While the transactional applications demand better 
response times and throughput guarantees, the non-
interactive batch jobs more are concerned with job completion 
times and accuracy of processing [14]. Thus, it can be conclud-
ed that the QoS demands of cloud services are more complex 
and depends on multiple factors or parameters. 

 
This research would be designed in such a manner to find 

answers to the following research questions. 
 
RQ1: How to design an analytical (mathematical) model that 

can be used to predict the QoS behavior of the cloud 
system under different conditions? 

RQ2: How to develop techniques that can dynamically moni-
tor, track and quantify the QoS of cloud computing sys-
tems? 

RQ3: How to devise mechanisms that can distribute the com-
puted QoS scores among cooperating systems? 

 
RQ1: How to Design an Analytical Model? 

In a shared distributed dynamic system like cloud computing, 
it is important that the systems must be loaded appropriately 
to achieve the competing requirements higher revenue for 
service providers and better services for customers. In order to 
achieve the higher revenue, the systems must be loaded opti-
mally without sacrificing the quality of service performance. If 
the service providers have a prior knowledge of optimum load 
levels and the cost of the resources, they can price the services 
optimally that ensures both profits and maintains quality of 
services. The challenge in developing analytical models for 
predicting the behavior of complex dynamic systems is fitting 
the right statistical models to the different components of the 
systems such as request arrival pattern, service time distribu-
tions, I/O system behaviors, failure handling, resource usage 
etc. The challenge is further complicated due to interdepend-
ence of components with each other. Hence, there is an urgent 
need for a cloud service performance modeling and workload 
prediction technique that can ensure optimum system utiliza-
tion without sacrificing the QoS requirements. RQ1 that has 
been formulated in order to solve handle this practical issue is: 
Is it possible to develop a mathematical model that can effec-
tively predict the behavior of cloud system under various 
conditions specified by different QoS metric values?  
 
RQ2: How to Develop Monitoring Techniques? 

A cloud computing system is a very dynamic one compared to 
other distributed systems such as cluster computing, grid 
computing etc. The dynamic creation and hosting of virtual 
systems aggravates the situation due to non commitment of 
any resources until such a virtual system becomes active. Also 
cloud system can host services at different layers of abstrac-
tion and applications that have distinct QoS demands based 
on different metrics. Hence it is necessary to continuously 

monitor the performance and track the changes in them. Also, 
it is important to protect the system from malicious attacks 
and momentary fluctuations. The research question, RQ2 for-
mulated for meeting this challenge is: Is it feasible to design a 
secure reliable technique that can monitor, track and quantify 
the performance of cloud systems? 

 
RQ3: How to Devise Score Distribution Mechanisms? 

It is a common practice for service providers to host their sys-
tems to geographically distributed data centers. Distributing 
data centers geographically across multiple sites help the ser-
vice providers to handle short term and long term disasters 
gracefully. Though the systems are distributed across multiple 
sites, it must be transparent to the end users and behave like a 
single system. When monitoring such a distributed system, it 
is not practically advisable to have a single monitoring system 
for all the sites. When multiple systems are employed, they 
should cooperate with each other sharing their information. 
When scores are shared among geographically distributed 
systems, they should consider other factors such as network 
dynamics when updating the scores and security of transmit-
ted/received information. RQ3, the research question that was 
developed for researching into this challenging area is: Is it 
practical to devise a secure reliable mechanism that can coop-
eratively exchange QoS scores among themselves and incor-
porate the other information such as network dynamics into 
those scores? 

4 METHODOLOGY 

The main objective of this research is to develop a reliable and 
secure monitoring system for cloud computing performance. 
In order to achieve this objective, it is necessary to follow a 
strict scientific procedure as the results obtained as valid and 
repeatable under similar conditions. The methodology adopt-
ed for carrying out this research consists of five main phases. 
They are namely, analysis, design, testing, verification & vali-
dation and implementation. Fig. 2 shows these phases and 
how there are connected to each other in a graphical format. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig 2: Research Methodology 
The project will be divided into three main tasks in finding 

solutions to the three research questions identified in Section 
3.  The tasks are briefly described below. 

 
Task 1: Designing an Analytical Model for Cloud 

Computing 

Modeling of cloud computing mathematically enables re-
searchers and other professionals to carry out in depth anal-



 

yses of the system under different conditions. In solving RQ1, 
it expected to design and develop an analytical (mathematical) 
model that would correctly predict the behavior of the cloud 
computing system under various conditions. The model is 
expected to be based on computational statistical techniques 
as the behavior of components in a cloud system can be treat-
ed as stochastic processes for all practical purposes [15]. These 
models will capture the behavior of different components in 
terms of QoS attributes such as time, throughput, utilization, 
cost etc.  

 
Task 2: Developing Techniques for Monitoring Cloud 

Performance 

Task 2 would mainly concentrate on how to monitor the be-
havior of a cloud system in terms of meeting the QoS require-
ments of customers and converting it to a comprehensible 
score. The proposed techniques must be capable of monitoring 
the QoS performance of the cloud system based on more than 
one parameter and be able to assign relative preference to the-
se metrics depending on the user requirements. The proposed 
system should continuously monitor the performance and 
update the final score as these systems are dynamic. Also the 
proposed techniques must be able to identify and isolate the 
deviations in performance based on whether it was due to 
momentary fluctuations in performance or due to permanent 
degradations. For the proposed techniques to be successfully 
employed in practical systems, it should have enough resili-
ence to attack that aims to modify the scores maliciously. 
Hence the ultimate mechanism that would be developed in 
solving RQ2 would consist of multiple components where 
each one would work independently towards achieving the 
final goal of monitoring, tracking and quantifying the service 
quality of cloud system effectively and securely.  

 
Task 3: Devising Mechanisms for Distributing 

Performance Scores 

Task 3 is mainly concerned with the collaboration between 
independent cloud monitoring systems developed in Task 2.  
In a cloud system that has been deployed across a wide geo-
graphical area and also services globally dispersed clients 
must be identify and allocate the right resources hosted at the 
right locations. Also it is practically not feasible to monitor 
and track all the systems with a single monitoring system. 
Hence it necessary to deploy multiple systems at various loca-
tions, so that they can monitor and track the performance of 
the systems independently but collaboratively exchange the 
information collected with each other. When the information 
is exchanged, they should also consider the other intervening 
factors that can affect the service quality such as the quality 
and performance of the network connecting these systems 
together. The other major factor that needs to be taken into 
account is the security of the information transmitted. The 
transmitted information can be attacked enroute by malicious 
attackers or the systems receiving the information may be fed 
with wrong information. Hence developing mechanism for 
exchange of information between collaborating monitoring 
units in answering RQ3, it is necessary arrive at an optimum 
solution that considers all the factors in order to arrive at a 
resilient, secure and scalable mechanism. 

5 SIGNIFICANCE 

The significance of the proposed project is manifold. The pro-
ject is expected to have three main individual but related con-
tributions. These contributions would help greatly for enhanc-
ing acceptability of cloud computing to a wider audience. 
Contribution 1, the analytical model would help the network 
designers to prepare their resources in such a manner that is 
most suitable to meet the requirements of the customers. This 
model can also be used by researchers to analyze the behavior 
of cloud systems under different conditions. Contributions 2 
and 3 together would help the customers and service provid-
ers equally. From the customers’ point of view, the monitor-
ing, tracking and quantifying unit would help them to identify 
the service providers who would likely to meet their QoS re-
quirements. From the service providers’ angle, this system 
would help them to track the performance of their resources. 
The service providers would be able to identify any degrada-
tion of performance well before it becomes a disaster and irre-
versible. 

6 RELATED WORK 

This section briefly discusses the related work that has been 
carried out by other researchers and reported as published 
work in conferences and journals. When selecting the litera-
ture for reviewing, special attention was paid for selecting the 
papers that were relevant and most recent. Instead of just list-
ing the work, a critical analysis on these proposed mecha-
nisms was carried out with special reference to the principles, 
strengths and weaknesses. 

Cloud computing systems may host thousands of globally 
dispersed clients at any given time. These clients may access 
different types of services that have varying requirements de-
pending on the type of clients, services and resources in-
volved. In order to meet the requirements of clients and ser-
vices, it is necessary to provide a certain level of QoS by the 
service providers. Nevertheless, providing a guaranteed QoS 
in such a challenging environment in a widely distributed di-
verse networks supporting complex hosting of services is not 
an easy task [16,17]. Though it is a challenging task, several 
researchers have undertaken to develop mechanisms, frame-
works and systems which could guarantee the QoS require-
ments of different services. This section takes an in depth look 
at these mechanisms, frameworks and systems. 

In [18], Liu et al have proposed a generic QoS framework 
for cloud workflow system. The proposed framework covers 
all the four stages of cloud workflow namely, QoS require-
ment specification, QoS-aware service selection, QoS con-
sistency monitoring and QoS violation handling. The short-
coming of this framework is that it does not specifically identi-
fy any QoS parameters and also does not discuss how to dif-
ferentiate clients requiring different QoS levels.  

Chen and Zhang have proposed a workflow scheduling al-
gorithm based on Particle Swarm Optimization (PSO) in [19]. 
The proposed mechanism can optimize up to seven parame-
ters specified the users compared to traditional optimization 
techniques that consider only the workflow execution time. 
The downside of the proposed mechanism is that it lacks a 
monitoring scheme for catching QoS violations or punishing 
the violators.  



 

Buyya, Garg, and Calheiros have proposed a framework for 
SLA management with special reference to managing QoS 
requirements in [17]. The proposed architecture successfully 
integrates the market based resource provisioning with virtu-
alization technologies for flexible resource allocations to user 
applications. But the proposed architecture does not support 
different cloud service offerings such as IaaS, PaaS and SaaS 
together in a combined manner. 

In [5], Feng et al have proposed an optimal resource alloca-
tion model for revenue maximization. The model has been 
mathematically derived and tested using both synthetic and 
traced datasets. The proposed model performs better than 
heuristic optimization of resources in maximizing profits. But 
the application of this method is limited as it considers only 
the mean response time as the QoS attribute to be satisfied. For 
customers who require guaranteed performance or at least a 
commitment in terms of a confidence level cannot be served 
through this model. Hence from the customers’ point of view, 
the model has limited application and may serve only casual 
users.  

In [20], den Bossche, Vanmechelen and Broeckhove have 
proposed a set of heuristics for scheduling deadline-
constrained applications in a hybrid cloud system in a cost 
effective manner. The proposed system attempts to maximize 
the use of local resources along with minimizing the use of 
external resources without compromising the QoS require-
ments of the applications. The optimization heuristics takes 
the cost of both computation and data transfer along with the 
estimated data transfer times. The main criteria in optimiza-
tion is the maximization of cost saving. The effect of different 
cost factors and workload characteristics on the cost savings 
have been analyzed along with the sensitivity of the results to 
the different runtime estimates. The advantages of the pro-
posed methodology is that it can select an optimized set of 
resources from both in-house (private) and public cloud sys-
tems for meeting the QoS requirements. But at the same time it 
suffers from certain weaknesses. Though it is concerned only 
about the deadline concerned applications, it does not consid-
er the failures that may occur after the scheduling has been 
done. The failure will increase the cost of execution and affect 
the application in terms of quality.  

In [21], Emeakaroha et al have presented a scheduling heu-
ristic that takes multiple SLA parameters when deploying ap-
plications in the Cloud. The attributes considered are physical 
requirements such as CPU time, network bandwidth and stor-
age capacity for deploying applications. These parameters 
have limited application in real world systems as they need to 
be considered only during deployment. Once the applications 
have been ready for client access, the customers would be 
more interested in performance parameters such as response 
time, processing time etc. Hence this heuristic may not have 
much practical significance in real world business environ-
ments. 

Li et al in [22] have proposed a novel customizable cloud 
workflow scheduling model. The authors have incorporated 
trust into the model in addition to the QoS targets. In order to 
analyze the users’ requirements and design a customized 
schedule, the authors propose a two stage workflow model 
where the macro multi-workflow stage is based on trust and 
micro single workflow stage classifies workflows into time-

sensitive and cost-sensitive based on QoS demands. The classi-
fication of workflows has been carried out using fuzzy cluster-
ing technique. The proposed model restricts the QoS parame-
ters considered to response time, bandwidth, storage, reliabil-
ity and cost. Also the delivery of QoS is confined only to aver-
age values and no guarantee of service delivery is provided at 
least in terms of a predetermined confidence level. This is a 
strong limitation of the proposed technique as the users do not 
have the freedom to select their own QoS parameters and no 
guarantee of the QoS delivery at the least a statistical valida-
tion.  

Alhamazani et al., in [23] have outlined the importance of 
dynamically monitoring the QoS of virtualized services. they 
further claim that the monitoring of the services would help 
both the cloud provider and application developer to maxim-
ize the return of their investments in terms of keeping the 
cloud services and hosted applications operating at peak effi-
ciency, detecting changes in service and application perfor-
mance, SLA violations, failures of cloud services and other 
dynamic configuration changes. The paper mainly concen-
trates on describing the PhD work being carried out in terms 
of research questions, objectives and methodology. The re-
searchers mainly concentrate on SNMP based QoS monitoring. 
Since this is a concept paper describing work in progress, no 
concrete proposal is put forward or evaluated.  

The literatures discussed above are mainly concerned with 
cloud workflow. The cloud workflows attempt to select the 
resources in such a manner that the required QoS would be 
satisfied. None of the literature cited above discuss continuous 
monitoring of cloud systems for their performance or quanti-
fying them. Also, the reported mechanisms are unable to iden-
tify or detect system degradations as they are mainly con-
cerned with resource selection and allocation. 

7 PROGRESS TILL TO-DATE 

The project has progressed significantly and the tasks identi-
fied in Section 4 have been carried out in parallel. The devel-
opment of the cloud computing model has been almost com-
plete and requires slight modifications in terms of perfor-
mance tuning and testing. The development of monitoring 
and tracking system proposed to be carried out under Task 2 
has progressed significantly. This work has been carried out 
iteratively by improving a basic model designed at the begin-
ning until the final goal of robust mechanism has been 
achieved. The basic design and improvements have been pre-
sented at various international conferences and forums. These 
designs received very positive and encouraging comments 
from reviewers who reviewed these works.  

8 CONCLUSIONS AND SUGGESTIONS FOR FUTURE 

WORK 

Cloud computing systems have become very popular in the 
recent times and attracted the attention of many people in-
cluding researchers, service providers and customers. The 
cloud systems provide many advantages over the traditional 
computing system due to the innovative way of making the 
computing resources available over the internet and charging 
the customers. Cloud systems employ a pay-as-you-go busi-



 

ness model similar to utilities like electricity, water, gas and 
telephony. Quality of Service would play an important role in 
making cloud computing acceptable to everyone especially the 
business customers.  

Monitoring the cloud system is a key factor in ensuring the 
committed service quality is maintained. The monitoring the 
system will help both the customers and service providers as 
the customers can select the right service provider who could 
meet their requirements and service providers would be able 
design manage their systems optimally meeting the require-
ments of the customers.  

The conclusion of the proposed study, it is expected to con-
tribute significantly to the existing knowledge on cloud com-
puting with special reference to enhancing the service quality. 
The work is also significant practically as the systems once 
completed can be used by both customers and service provid-
ers to obtain a better service and enhance their services and 
profitability respectively. 

REFERENCES 

[1] R. Buyya, C.S. Yeo, S. Venugopal, J. Broberg, and I. Brandic, “Cloud Compu-

ting and Emerging IT Platforms: Vision, Hype, and Reality for Delivering 

Computing as the 5th Utility,” Journal of Future Generation Computer Systems, 

vol. 25, no. 6, pp. 599–616, June 2009. 

[2] B.P. Rimal, E. Choi, and I. Lumb, I. “A Taxonomy and Survey of 

Cloud Computing Systems,” Proc. 5th Int. Joint Conf. INC, IMS and 

IDC (NCM'09), pp. 44-51, 2009. 

[3] S.K. Garg, S.K. Gopalaiyengar, and R. Buyya, “SLA-based Resource 

Provisioning for Heterogeneous Workloads in a Virtualized Cloud 

Datacenter,” Proc. 11th Int. Conf. Algorithms and Architectures for Paral-

lel Processing (ICA3PP2011), pp. 371–384, 2011. 

[4] D. Bourcier, and P.D. Filippi, “Cloud Computing: New Research 

Perspectives for Computers and Law,” Proc. 13th Int. Conf. Artificial 

Intelligence & Law, pp. 73–92, 2011. 

[5] G. Feng, S. Garg, R. Buyya, and W. Li, “Revenue Maximization using 

Adaptive Resource Provisioning in Cloud Computing Environ-

ments,” Proc. 13th ACM/IEEE Int. Conf. Grid Computing, pp. 192–200, 

2012. 

[6] D.C. Marinescu, Cloud Computing: Theory and Practice. Burlington, 

MA: Morgan Kaufmann, 2013. 

[7] A. Iosup, N. Yigitbasi, and D. Epema, “On the Performance Variabil-

ity of Production Cloud Services,” Proc. 11th IEEE/ACM Int. Symp. 

Cluster, Cloud and Grid Computing, pp. 104-113, 2011. 

[8] Amazon S3 Service Level Agreement, http://aws.amazon.com/s3-

sla/. Accessed on February 07, 2013. 

[9] H. Blodget, “Amazon's Cloud Crash Disaster Permanently Destroyed 

Many Customers' Data.” http://www.businessinsider.com/amazon-

lost-data-2011-4. Accessed on February 07, 2013. 

[10] C. Vecchiola, S. Pandey, and R. Buyya, “High-performance cloud 

computing: A view of scientific applications,” Proc. 10th Int. Symp. 

Pervasive Systems, Algorithms, and Networks (ISPAN), pp. 4–16, 2009. 

[11] R. Buyya, A. Beloglazov, and J.H. Abawajy, "Energy-Efficient Man-

agement of Data Center Resources for Cloud Computing: A Vision, 

Architectural Elements, and Open Challenges", Proc. Int. Conf. Parallel 

and Distributed Processing Techniques and Applications, pp. 6-20, 2010. 

[12] Y. Li, W. Li, and C. Jiang, “A Survey of Virtual Machine System: 

Current Technology and Future Trends,” Proc. Third Int. Symp. Elec-

tronic Commerce and Security, pp. 332-336, 2010. 

[13] A. Quiroz, H. Kim, M. Parashar, N. Gnanasambandam, and N. 

Sharma, “Towards Autonomic Workload Provisioning for Enterprise 

Grids and Clouds,” Proc. 10th IEEE/ACM Int. Conf. Grid Comp., pp. 

50-57, 2009. 

[14] D. Carrera, M. Steinder, I. Whalley, J. Torres, and E. Ayguade, “Ena-

bling resource sharing between transactional and batch workloads 

using dynamic application placement,” Proc. 9th ACM/IFIP/USENIX 

Int. Conf. Middleware, pp. 203-222, 2008. 

[15] T.M. Chen, “Network Traffic Modeling,” The Handbook of Computer 

Networks: Distributed Networks, Network Planning, Control, Manage-

ment, and New Trends and Applications, Vol. 3, H. Bidgoli, ed., Hobo-

ken, NJ: Wiley, pp. 326-339, 2007. 

[16] J.M. Pedersen, M.T. Riaz, J.C. Júnior, B. Dubalski, D. Ledzinski, and 

A. Patel, “Assessing Measurements of QoS for global Cloud Compu-

ting Services,” Proc. Ninth IEEE Int. Conf. Dependable, Autonomic and 

Secure Computing, pp. 682-689, 2011. 

[17] R. Buyya, S.K. Garg, and R.N. Calheiros. “SLA-Oriented Resource 

Provisioning for Cloud Computing: Challenges, Architecture, and 

Solutions,” Proc. Int. Conf. Cloud and Service Computing, pp. 1-10, 2011. 

[18] X. Liu, Y. Yang, D. Yuan, G. Zhang, W. Li, and D. Cao, “A Generic 

QoS Framework for Cloud Workflow Systems,” Proc. Ninth IEEE Int. 

Conf. Dependable, Autonomic and Secure Computing, pp. 713-720, 2011. 

[19] W.N. Chen, and J. Zhang, “A Set-Based Discrete PSO for Cloud 

Workflow Scheduling with User-Defined QoS Constraints,” Proc. 

IEEE Int. Conf. Systems, Man and Cybernetics, pp. 773-778, 2012. 

[20] R.V. den Bossche, K. Vanmechelen, and J. Broeckhove, “Cost-

Efficient Scheduling Heuristics for Deadline Constrained Workloads 

on Hybrid Clouds,” Proc. 3rd IEEE Int. Conf. Cloud Comp. Tech. and Sc., 

(CloudCom), pp. 320-327, 2011. 

[21] V.C. Emeakaroha, I. Brandic, M. Maurer, and I. Breskovic, “SLA-

Aware Application Deployment and Resource Allocation in Clouds,” 

Proc. 35th IEEE Annual Computer Software and Applications Conference 

Workshops (COMPSACW), pp. 298-303, 2011. 

[22] W. Li, Q. Zhang, J. Wu, J. Li, and H. Zhao, “Trust-based and QoS 

Demand Clustering Analysis Customizable Cloud Workflow Sched-

uling Strategies,” Proc. IEEE Int. Conf. Cluster Comp. Workshops, pp. 

111—119, 2012. 

[23] K. Alhamazani, R. Ranjan, F. Rabhi, L. Wang, and K. Mitra, “Cloud 

Monitoring for Optimizing the QoS of Hosted Applications,” 4th 

IEEE Int. Conf. Cloud Comp. Tech. and Sc., pp. 765—770, 2012. 



  

 

A Comprehensive Survey on Quality of Service 
Implementations in Cloud Computing 

Mohamed Firdhous, Suhaidi Hassan, Osman Ghazali 

 

Abstract— Quality of service plays is an important factor in distributed computing. Cloud computing has been the paradigm in distributed 

computing. Under cloud computing, computing resources are hosted in the internet and delivered to customers as services. Prior to the 

commencement of services, the customers and cloud providers negotiate and enter into an agreement named service level agreement. 

The services level agreements clarify the roles, set charges and expectations and provide mechanisms for resolving service problems 

within a specified and agreed upon time period. Service level agreements also cover performance, reliability conditions in terms of quality 

of service guarantees. In this paper, the authors present a comprehensive survey on quality of service implementations in cloud computing 

with respect to their implementation details, strengths and weaknesses. 

Index Terms— Cloud Computing, Utility Computing, QoS, SLA. 

——————————      —————————— 

1 INTRODUCTION

loud computing has the changed the entire computing 
landscape by making the resources available over the 

internet as services. Similar to electricity, water, gas and te-
lephony, computing also becomes a utility under cloud com-
puting [1]. Under the utility computing paradigm, computing 
resources including hardware, development environment and 
user applications can be accessed remotely over the Internet 
and paid for only the usage. In the recent times, due to the 
popularity of cloud systems the market has been flooded with 
a large number of cloud service providers [2]. These cloud 
providers host their services on the Internet and make them 
available to any customer who would like to purchase them. 
In [3], Garg, Gopalaiyengar and Buyya state that at any given 
time, large virtualized systems may host and serve thousands 
of customers. Though cloud computing systems are advanta-
geous to both customers and service providers in terms of 
economy and utilization of resources, if the resource provi-
sioning is not carried out optimally it would also become a 
disaster [4]. Similar to any other subscription based services, 
prior to the commencement of the services, the service provid-
ers and customers enter into an agreement called Service Level 
Agreement (SLA) [5]. The SLA would contain the roles and 

responsibilities of the parties involved, scope of services, qual-

ity and performance requirements, charges and rates etc. Thus 
Quality of Services (QoS) plays an important role in making 
the cloud services acceptable to customers.  

Literature has reported many implementations for measur-
ing and ensuring QoS in cloud computing systems. In this 
paper, the authors carry out a comprehensive survey on the 
mechanisms and methods proposed by various researchers 
with respect to their implementation principles, strengths and 
weaknesses. 

2 CLOUD COMPUTING 

Cloud computing has been identified as the 5th utility after 
electricity, gas waster and telephony due to the way it trans-
forms, how computing resources can be accessed, used and 
paid for [1]. Traditional distributed computing where compu-
ting resources were leased from business data centers required 
users to purchase fixed capacities and pay for them irrespec-
tive of actual usage. On the other hand, cloud computing only 
charges for the usage and the resources committed to the users 
is elastic and closely follow the demand patterns [6]. Hence 
cloud computing makes the investment on computing an asset 
that can immediately return the investment made on them.  

Cloud computing has been divided into three main layers. 
They are namely, Infrastructure as a Service (IaaS), Platform as 
a Service (PaaS) and Software as a Service (SaaS) [7]. Fig. 1 
shows the Cloud computing layers along with the underlying 
physical computing infrastructure and virtualized computing 
infrastructure as two distinct layers. The physical hardware is 
the real workhorse that carries out the processing. The physi-
cal hardware is generally provided in the form of computing 
clusters, grids or individual servers [8]. The virtualized com-
puting infrastructure is created by installing a Virtual Machine 
Manager (VMM) on the physical hardware [9]. The VMM 
provides the necessary isolation and security between the 
multiple virtual machines running in parallel on a single phys-
ical computer.  
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Fig. 1: Cloud Computing Layers 
 
IaaS is the provision of virtual hardware as a service over 

the Internet. These virtual machines can be brought up and 
removed on the fly based on customer demand. Once a virtual 
machine has been purchased, it can be treated as if it is real 
hardware and any operating system and applications can be 
installed on it. PaaS is the complete software development 
environment along with operating system, development and 
testing tools and application programming interface installed 
on virtual hardware. PaaS helps web based application devel-
opers to reduce the cost and time of bringing their applications 
to market from the design boards. SaaS is the new paradigm 
of software marketing and ownership. SaaS enables customers 
to access web based applications hosted in remote data centers 
and pay only for the usage. These applications have the capa-
bility of managing their own data and configuration infor-
mation to suit individual user requirements. 

3 QUALITY OF SERVICE IN CLOUD COMPUTING 

Cloud computing systems may host thousands of globally 
dispersed clients at any given time. These clients may access 
different types of services that have varying requirements de-
pending on the type of clients, services and resources in-
volved. In order to meet the requirements of clients and ser-
vices, it is necessary to provide a certain level of QoS by the 
service providers. Nevertheless, providing a guaranteed QoS 
in such a challenging environment in a widely distributed di-
verse networks supporting complex hosting of services is not 
an easy task [10, 11]. Though it is a challenging task, several 
researchers have undertaken to develop mechanisms, frame-
works and systems which could guarantee the QoS require-
ments of different services. This section takes an in depth look 
at these mechanisms, frameworks and systems. 

In [5], Feng et al have proposed an optimal resource alloca-
tion model for revenue maximization. The model has been 
mathematically derived and tested using both synthetic and 
traced datasets. The proposed model performs better than 
heuristic optimization of resources in maximizing profits. But 
the application of this method is limited as it considers only 
the mean response time as the QoS attribute to be satisfied. For 
customers who require guaranteed performance or at least a 
commitment in terms of a confidence level cannot be served 
through this model. Hence from the customers’ point of view, 
the model has limited application and may serve only casual 
users.  

Buyya, Garg, and Calheiros have proposed a framework for 
SLA management with special reference to managing QoS 
requirements in [11]. The proposed architecture successfully 
integrates the market based resource provisioning with virtu-

alization technologies for flexible resource allocations to user 
applications. But the proposed architecture does not support 
different cloud service offerings such as IaaS, PaaS and SaaS 
together in a combined manner. 

In [12], Liu et al have proposed a generic QoS framework 
for cloud workflow system. The proposed framework covers 
all the four stages of cloud workflow namely, QoS require-
ment specification, QoS-aware service selection, QoS con-
sistency monitoring and QoS violation handling. The short-
coming of this framework is that it does not specifically identi-
fy any QoS parameters and also does not discuss how to dif-
ferentiate clients requiring different QoS levels.  

Chen and Zhang have proposed a workflow scheduling al-
gorithm based on Particle Swarm Optimization (PSO) in [13]. 
The proposed mechanism can optimize up to seven parame-
ters specified the users compared to traditional optimization 
techniques that consider only the workflow execution time. 
The downside of the proposed mechanism is that it lacks a 
monitoring scheme for catching QoS violations or punish the 
violators.  

In [14], den Bossche, Vanmechelen and Broeckhove have 
proposed a set of heuristics for scheduling deadline-
constrained applications in a hybrid cloud system in a cost 
effective manner. The proposed system attempts to maximize 
the use of local resources along with minimizing the use of 
external resources without compromising the QoS require-
ments of the applications. The optimization heuristics takes 
the cost of both computation and data transfer along with the 
estimated data transfer times. The main criteria in optimiza-
tion is the maximization of cost saving. The effect of different 
cost factors and workload characteristics on the cost savings 
have been analyzed along with the sensitivity of the results to 
the different runtime estimates. The advantages of the pro-
posed methodology is that it can select an optimized set of 
resources from both in-house (private) and public cloud sys-
tems for meeting the QoS requirements. But at the same time it 
suffers from certain weaknesses. Though it is concerned only 
about the deadline concerned applications, it does not consid-
er the failures that may occur after the scheduling has been 
done. The failure will increase the cost of execution and affect 
the application in terms of quality.  

In [15], Emeakaroha et al., have presented a scheduling 
heuristic that takes multiple SLA parameters for application 
deployments in the Cloud. The attributes considered include 
CPU time, network bandwidth and storage capacity for de-
ploying applications. These parameters have limited applica-
tion in real world systems as they need to be considered only 
during deployment. Once the applications have been ready for 
client access, the customers would be more interested in per-
formance parameters such as response time, processing time 
etc. Hence this heuristic may not have much practical signifi-
cance in real world business environments. 

Li et al in [16] have proposed a novel customizable cloud 
workflow scheduling model. The authors have incorporated 
trust into the model in addition to the QoS targets. In order to 
analyze the users’ requirements and design a customized 
schedule, the authors propose a two stage workflow model 
where the macro multi-workflow stage is based on trust and 
micro single workflow stage classifies workflows into time-
sensitive and cost-sensitive based on QoS demands. The classi-



 

 

fication of workflows has been carried out using fuzzy cluster-
ing technique. The proposed model restricts the QoS parame-
ters considered to response time, bandwidth, storage, reliabil-
ity and cost. Also the delivery of QoS is confined only to aver-
age values and no guarantee of service delivery is provided at 
least in terms of a predetermined confidence level. This is a 
strong limitation of the proposed technique as the users do not 
have the freedom to select their own QoS parameters and no 
guarantee of the QoS delivery at the least a statistical valida-
tion.  

Mushtaq, Augustin, and Mellouk have investigated the ef-
fect of different factors on the Quality of Experience (QoE) of 
multimedia users in a cloud computing network [17]. The au-
thors of this paper have grouped the factors that affect the 
QoE into four groups. They are namely network parameters, 
characteristics of videos, terminal characteristics and types of 
users' profiles. The data collected through different methods 
have been classified using machine learning techniques such 
as Naive Bayes, Support Vector Machines, K-Nearest Neigh-
bors, Decision Tree, Random Forest and Neural Networks. 
Out of these methods they have determined the best method 
for QoS/QoE correlation after evaluating them. Hence it can 
be concluded that this paper discusses more about the capabil-
ities of machine learning techniques than about QoS or QoE. 
The QoS/QoE correlation is a case for evaluating the machine 
learning techniques. 

Alhamazani et al., in [18] have outlined the importance of 
dynamically monitoring the QoS of virtualized services. they 
further claim that the monitoring of the services would help 
both the cloud provider and application developer to maxim-
ize the return of their investments in terms of keeping the 
cloud services and hosted applications operating at peak effi-
ciency, detecting changes in service and application perfor-
mance, SLA violations, failures of cloud services and other 
dynamic configuration changes. The paper mainly concen-
trates on describing the PhD work being carried out in terms 
of research questions, objectives and methodology. The re-
searchers mainly concentrate on SNMP based QoS monitoring. 
Since this is a concept paper describing work in progress, no 
concrete proposal is put forward or evaluated.  

In [19], Li et al., have adopted a profit model based on re-
sponse time to represent the QoS requirements and shown 
that this model yields different analytical results to that ob-
tained from traditional metrics. It was also shown that both 
under allocation and over allocation of resources affect profits. 
The right allocation of resources depends on many factors 
such as available resources, workload distribution, system 
configuration, and profit model. This is an innovative method 
of analyzing the effect of managing QoS on resource utiliza-
tion. The results only discuss the effect of managing QoS, how 
to provide an optimal allocation is not discussed.  

In [20], Adami et al., have proposed a distributed resource 
allocation algorithm for cloud and grid systems. The algo-
rithm is capable of handling multiple resource requirements 
and the criteria for optimization is a tradeoff between the exe-
cution time and economic cost with system and network per-
formance parameters as additional factors. The proposed algo-
rithm successfully incorporates many system and network 
performance parameters but fails to consider the failures that 
may arise after allocating resources. The failures arising after 

the allocation increase the cost of computation as they would 
require more time for execution. Hence the cost based optimi-
zation used in the proposed algorithm may not be accurate 
due this shortcoming. 

 Gohad, Ponnalagu, and Narendra have proposed an exten-
sible dynamic provisioning framework for multi tenant cloud 
system [21]. The proposed framework starts with defining a 
tenancy requirements model for helping map provisioned 
resources. The other index called the health grading model 
handles the QoS characteristics of tenants. Together both these 
indices permit dynamic re-provisioning for existing tenants 
based on changing tenancy requirements or health grading 
predictions. The proposed framework is innovative in the dy-
namic resource provisioning sense, but may not be suitable for 
applications that have bursty requirements. Also the proposed 
framework is based on starts small and grows large criterion. 
But when new tenants arrive, the allocated resources are not 
deallocated from the existing tenants, this would starve the 
new tenants of resources.  

In [22], Ma, Sun and Abraham and proposed a lightweight 
framework for monitoring public clouds. The proposed 
framework is very less resource intensive but does not moni-
tor the QoS parameters such as response time, processing time 
etc., which the customers may be more interested in. 

Zhu and Agrawal have presented a framework for han-
dling adaptive applications in cloud systems in [23]. The pro-
posed framework is based on multi-input-multi-output feed-
back control model for resource provisioning. But the model is 
limited to memory and CPU performance only, hence the ap-
plication may be affected by the underperformance of other 
resources such as network, disk drives etc. 

In [24], Sharma et al., have proposed a cloud resource pric-
ing model balancing QoS requirements and higher profits. 
This model uses the realistic valuation for underlying re-
sources using the age of resources. The proposed model does 
not include utilization in computing the cost. Hence it may 
lead to inaccurate projections. 

Stoicuta et al., have developed a client application for moni-
toring cloud QoS on iOS5 [25]. This application can be used by 
clients to monitor the performance of their cloud provider. But 
the application has been designed very narrowly focusing on-
ly on available transfer rate and one-way delay. Hence the 
application has limited applications. 

In [26], Goyal et al., have proposed a QoS based trust man-
agement model. The proposed model claims to use multiple 
QoS attribute to compute the trust value, but there is no clear 
explanation how these parameters are combined. Also there is 
no prioritization between parameters is possible. 

Iyer and Veeravalli have formulated a resource allocation 
strategy for cloud infrastructure based on bargaining [27]. 
They have combined the Nash Bargaining Solution and Raiffa 
Bargaining Solution to arrive at an optimal allocation strategy. 
The proposed strategy handles the dynamic nature of cloud 
very well during run time but the system does not permit to 
manage resources from multiple sources. Hence if a single 
service provider cannot meet all the requirements of the cus-
tomer, he will be required to settle for a sub optimal allocation 
of resources.  

In [28], Sanchez et al., have investigated the capability of 
Markov Arrival Processes based queuing models to predict 



 

 

future workload of cloud systems. The model has tested only 
with numerical experiments, hence the true capability of the 
models need to be evaluated with real data traces. 

An optimization framework for cross layer cloud services 
has been proposed in [29] by Kouki, Ledoux, and Sharrock. 
The optimization across multiple layers has been carried out 
enforcing the SLA dependencies between them. The frame-
work is very suitable for vendors marketing multitude of ser-
vices and also takes the dynamic nature of cloud systems. The 
propose system currently lacks the run time management of 
QoS performance.  

Wu, Garg and Buyya in [30] have proposed some algo-
rithms for resource allocation for SaaS providers to balance the 
cost of hardware and SLA violations. This proposed algorithm 
takes certain QoS parameters such as response time and ser-
vice initiation time for satisfying the customers while minimiz-
ing the use of hardware resources. Theses algorithms propose 
to reuse the already created VMs in order to minimize cost, 
but it may create security problems for customers as the resid-
ual information in the VMs can be used against them. 

In [31], Phillips, Engen and Papay have reported the results 
obtained on the performance of virtualized hardware of two 
IaaS providers. They have used the Dwarf benchmarks for 
measuring the performance of these cloud providers and show 

that the actual performance and show that the labeling such as 
small, medium or large does not actually reflect the true na-
ture of a system and also they show that certain applications 
may run better on certain hardware than the other ones. 

Chauhan et al., have proposed a process for identifying a 
cloud service provider for a given set of requirements by 
matching SLA parameters in [32]. The proposed process finds 
a match by crating two models called the capability model and 
requirements model and then translating these models to 
graphs for matching them for compatibility.  Based on the 
compatibility, each node pair is given a mark between 0 and 1 
and the final score is computed by summing them all. This is a 
good effort for automating the process of finding a match be-
tween a customer’s requirements and service provider’s capa-
bility. But, it does not take the dynamic nature of the cloud 
service into account. It only matches the published capability 
of cloud providers with customers’ requirements. This is a 
major shortcoming of this process.  

Table 1 summaries all the work discussed so far with refer-
ence to their strengths and weaknesses along with the pro-
posed model or framework. From Table 1, it can be seen that 
there is still a lot of scope for future work in this exciting and 
challenging area. 

 
Table 1: Summary of Strengths and Weaknesses of Proposed Models and Frameworks 

 

Work Proposed Model/Framework Strengths Weaknesses 

[5] Optimal resource allocation 
model for revenue maximiza-
tion 

Mathematically derived and per-
forms better than heuristics 

Only mean performance time is considered, 
hence not suitable for QoS sensitive applica-
tions requiring guaranteed performance.  

[11] A framework for SLA man-
agement with special refer-
ence to managing QoS re-
quirements 

Successfully integrates the market 
based resource provisioning with 
virtualization technologies for flexi-
ble resource allocations. 

Does not integrate IaaS, PaaS and SaaS in a 
combined manner. 

[12] A generic QoS framework for 
cloud workflow 

Covers all the four stages of cloud 
workflow. 

QoS metrics are not identified and no mecha-
nism for differentiating customers based on 
requirements. 

[13] A set-based PSO approach 
scheduling problem in cloud 
computing 

Multiple parameter optimizations 
are possible. 

But no monitoring mechanism is implement-
ed for catching violations. 

[14] A set of heuristics for sched-
uling deadline-constrained 
applications in a hybrid cloud 
system. 

The optimization heuristics takes the 
cost of both computation and data 
transfer along with the estimated 
data transfer times and different cost 
factors and workload characteristics. 

It does not consider the failures that may oc-
cur after the scheduling has been done. The 
failure will increase the cost of execution and 
affect the application in terms of quality 

[15] A scheduling heuristic that 
takes multiple SLA parame-
ters when deploying applica-
tions in the Cloud 

Considers deployment attributes 
such as CPU time, network band-
width, storage capacity etc., before 
installation of applications in the 
cloud system. 

Does not consider performance parameters 
such as response time, performance time etc.,  

[16] A flexible multistage work-
flow scheduling model.  

The proposed model is flexible due 
to breaking up of the workflow 
scheduling mechanism into multiple 
stages and grouping the requests 
based on the user requirements. 

Application is strongly limited due to strict 
restriction on the type of QoS attributed taken 
into account and the absence of QoS delivery 
guarantees.  

[17] The correlation between 
QoS/QoE has been studied 

QoS/QoE correlation has been stud-
ied using a selected set of machine 
learning techniques. 

This paper discusses more about the capabili-
ties of machine learning techniques than 
about QoS or QoE. The QoS/QoE correlation 
is a case for evaluating the machine learning 



 

 

techniques. 
[18] Proposal for monitoring the 

cloud system for QoS per-
formance 

Only the concept and idea based 
work in progress have been de-
scribed. 

No concrete proposal or evaluation is present-
ed. 

[19] Profit-Based Analysis of Re-
source Allocation on QoS 

An innovative method for analyzing 
the impact of resource provisioning. 

No discussion on how to optimally allocate 
resources. 

[20] A distributed resource alloca-
tion algorithm for cloud and 
grid systems 

Capable of handling multiple re-
source requirements 

Too simple, as it assumes perfect conditions 
for execution. Failures after allocation of re-
sources are not taken into account. 

[21] Extensible dynamic provi-
sioning framework for multi 
tenant cloud system 

The proposed framework is dynamic 
and allocates resources depending on 
the tenant requirements. 

May not be capable of handling bursty re-
quirements with short duration and large re-
source requirements. The new tenants arriv-
ing late may suffer from resource starvation. 

[22] Lightweight framework for 
monitoring public clouds 

Less resource intensive. Does not monitor the real QoS parameters 
such as response time, processing time etc. 

[23] A framework for handling 
adaptive applications in 
cloud systems. 

Based on multi-input-multi-output 
feedback control model for resource 
provisioning. 

Limited only to CPU and memory provision-
ing. Hence application performance may be 
affected by other resource constraints such as 
network, storage etc. 

[24] A resource pricing model for 
QoS and profit balancing. 

Uses realistic values using age as a 
parameter. 

Utilization is not considered in computing 
cost. Hence may produce inaccurate costs. 

[25] A monitoring application for 
QoS parameters in iOS5. 

Can be used by clients to monitor the 
performance of service providers. 

Very narrow application due to focusing only 
on available transfer rate and one-way delay 
as QoS parameters. 

[26] A QoS based trust manage-
ment model 

Multiple QoS parameters can be 
used. 

No clear explanation on how to use the pa-
rameters is given nor is there any possibility 
to prioritize the parameters. 

[27] Resource allocation in a 
Compute Cloud through bar-
gaining approach.  

The proposed strategy handles the 
dynamic nature of cloud very well 
during run time. 

May lead to sub optimal solutions from a cus-
tomer’s perspective, if a single provider can-
not meet all the requirements. 

[28] Investigation of the capability 
of MAP based queuing mod-
els for predicting workload of 
cloud systems.  

Markov arrival processes have the 
capability fir heavy tail distributions 
that are common in web applica-
tions. 

Only numerical experiments have been used 
to validate the model, hence needs further 
validation with real data traces. 

[29] An optimization framework 
for cross layer cloud services. 

Suitable for vendors selling products 
across multiple layers. Dynamic na-
ture of cloud has been considered. 

Lacks the run time management of QoS per-
formance. 

[30] Algorithms for resource allo-
cation for SaaS providers for 
balancing cost and QoS.  

It helps reduce the cost of SaaS pro-
viders without compromising the 
QoS of customers. 

Due to reuse of already open VMs, it can cre-
ate security problems for customers. 

[31] Results of an initial investiga-
tion of using Dwarf bench-
marks to measure the per-
formance of virtualized 
hardware.  

It is shown that general labeling of 
cloud service providers for size or 
the number of units used is not suffi-
cient to predict the real capabilities 
through real experiments. 

These are a set of experiments that can be in a 
laboratory by experts and may not help the 
general set of customers who are not that tech 
savvy. 

[32] A process for matching pro-
viders’ capability with cus-
tomers’ requirements based 
on SLA parameters. 

A good effort for automating the 
matching process that was hitherto 
done manually by customers. 

Only matches the service providers published 
capabilities with customer requirements. Thus 
it cannot track the changes in cloud perfor-
mance due to dynamic nature of clouds. 

 

4 CONCLUSIONS 

Cloud computing has been the paradigm shift in distributed 
computing due to the way the resource provisioning and 
charging. Managing QoS is a critical task in making such an 
innovative technology to a larger audience. Several research-
ers have put forward their ideas for new and innovative solu-
tions for handling this vital area is resource management. In 
this paper, the authors have carried out a critical review of the 

most recent work carried out in this area. The findings of the 
authors in terms of the strengths and weaknesses of the pro-
posed work has been presented in a table for easy reference. 
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Shared Services in Collaborative System 
Configurations  

Norzilah Musa, Siti Zaleha Zainal Abiddin, Nasiroh Omar 

 

Abstract— In network collaborative system, dispersed and co-located users work together to accomplish assigned task in order to achieve 

their shared goal. While working together, many work related activities are conducted such as interactive communication, sharing 

resources and manipulating media objects. Furthermore, these activities can happen in many ways either sequential, parallel, synchronous 

or asynchronous method. Hence, it is crucial to control and coordinate the shared resources, especially during the collaboration process. 

Currently, various kinds of effective, appropriate and sufficient shared services component used in supporting the collaborative activities. 

These services are important elements in the successful collaborative environment. However, the implementation involves some technical 

obstacle such as limited sharing of media objects, complexity in bridging the external sharing applications, lack of flexibility and ease to use 

sharing platform and neglect the ad-hoc sharing configuration by end-user. Thus, the shared-media are always under-utilized and services 

component management creates issues of object’s access control and conflicts. This paper provides a general abstraction of service 

components and a comparative study on shared services on several collaborative system frameworks. Results show that existing shared 

services are not tolerably designed for end-users to design and develop their sharing methods easily. 

Index Terms— Collaborative System Components, Collaborative System Framework, Media Sharing, Shared Services, Sharing Features, 

Usability, User Defined, Workspace.   

——————————      —————————— 

1 INTRODUCTION                                                                     

ODAY, rapid improvement in information and communi-
cation technology had influenced the growing of the in-
ternet availability, decrease the bandwidth cost and in-

crease the computational power. These are some of the factors 
that make collaborative work become easier and accelerate 
various techniques for user to collaborate. Nowadays, distrib-
uted user can work under one organization that manage the 
shared resources in a flexible and secured manner among the 
collaborators. In addition, the collaborative work can occur 
between two or more organizations. These kind of working 
environment helps to solve issues in critical resources, per-
sonnel and logistics. Furthermore, naturally 30% to 50% 
productivity will increase by implementing this kind of work-
ing environment [1]. 
      Dispersed users have various kinds of behavior, skills and 
experience, especially users from teams and group project  
from different organizations. Moreover, different organiza-
tions will have different information systems and communica-
tion structures that do not sufficiently support the collabora-
tive works. Most of these applications are mainly created to be 
stand alone systems without considering cooperation and in-
tegrated features. Hence, simpler and ease to use technology 
that is well-suited with project group and organizational 
goals, work practices and standards should be adopted [2]. As 
for that, the development of information systems is evolving 
towards subsystem that can be easily integrated and config-
ured [3] to make a successful collaboration process.  

Most of collaboration process is about sharing activities. As 

an example, users shared the communication channel to 
communicate to each other, important documents or artifacts 
are shared to make important decisions, dispersed users are 
sharing the same view of the whiteboard and shared same 
context and virtual room during the online meeting. In fact, 
different scenarios of collaborative works will require different 
sets of shared services. Hence, a successful collaborative sys-
tems should overcome any sharing service issues such as diffi-
culties in integrating diverse software tools with collaborative 
environment, able to manage various sets of service capabili-
ties provided by the subsystems and configuration service for 
communication channels to allow the media sharing process 
[4].  

Currently, the choice of shared services in a collaborative 
system is often determined by cost, technical boundaries and 
the ability to incorporate with the existing system. Though, 
web-based shared services were designed to support collabo-
ration of distance users, it limits the scope for the user to inte-
grate origin data into various systems. Hence, the role of 
shared services in the collaborative activity works has been 
investigated [5][6][7][8]. This research is initiated with the fo-
cus on various aspects of the design and implementation of 
the shared services in the collaborative system framework. 
Based on the study of various design and implementation of 
shared services in collaborative works, future research could 
provide guidance for effective media sharing mechanism. 

The remaining content of this paper is organized as follows: 
section 2 introduces the collaborative system framework. Sec-
tion 3 discusses type of sharing and shared services  followed 
by a comparative study of the shared service features in sec-
tion 4 and concluding remarks in section 5.  
 

2 COLLABORATIVE SYSTEM FRAMEWORK 

The framework discussed in this paper described the de-
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sign and implementation of collaborative systems in the work-
ing environment. Software framework is defined as a common 
and reusable platform to develop collaborative application 
systems. The framework consists of compilers, supporting 
tools, source code libraries, application program interface(API) 
and service components [9]. The synergy between these ele-
ments enable the creation of effective solutions in solving the 
collaboration problems. It is agreeable among the researchers 
[9][10][5], the software framework had eased the application 
development process by permitting the system designer and 
programmer to spend more time on other important matters 
such as software and technical requirements. Furthermore, 
application programmer would also spend less time on coding 
and debugging to give more space for creativity as a value 
added features to the system.   

In developing collaborative systems, it is crucial to under-
stand the way people collaborate in order to improve the col-
laboration process. Furthermore, the process is bound to the 
collaborative environment which consist of organizational 
structure and policy, technical setting, working culture, com-
munication setting and information workflow. Hence, the col-
laborative system framework consists of three elements; envi-
ronment, process and support [11] as illustrated in figure 1.  

 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. The Collaborative System Framework [11] 

 
The first element is the collaborative environment. The en-

vironment is about the setting of the organizations that took 
part in the collaboration process and approached used in han-
dling the collaborative activities. In addition, the environment 
attributes will vary from one collaboration process to another 
process which also influence the value of the other two ele-
ments.Hence, this element is divided into two levels: planning 
and requirement level. The planning level is the initial phase 
in setting up the collaboration process. It defines the scope and 
boundary of the systems concept, risk management, cost-
benefits, project management plan, collaboration goals and the 
outcome. Meanwhile, requirement level specified the group of 
user requirements in order to perform their assigned task. It 
analyzed the requirement with respect to the task assigned,  
project planning, social protocol, organization and inter-
organization policies and group characteristics [12] . It in-
cludes the supporting requirement for the various kinds of 
groups due to the size of the group, locations of the users and 
the computer platform. 

As a second element, collaboration process is about a group 
of users working together regardless their location but still can 
communicate effectively to achieve the assigned goal. During 
the process, workflow management between all elements in 

the collaborative are important. Basically the workflow are 
between these elements’ relationship; [1] user-to-user, user-to-
device, device-to-data, application-to-application, application-
to-device, device-to-platform, platform-to-network and organ-
ization-to-organization. Therefore, client/server and peer-to-
peer (P2P) platforms are one of the key attributes of this ele-
ment.  These platforms provide user with various kinds of 
technology that suits with the organization background and 
capabilities. As an example, peer-to-peer platform support  
decentralization work management which communication 
between group of users are managed by agents and normally 
used JXTA technology in its implementation. While cli-
ent/server that used centralized management approach rely 
on the server and a client network connection. Web services 
and extended markup language (XML) is common approaches 
used in developing the collaborative system on this platform.  
Currently, various kinds of method evolved from these two 
platforms to help dispersed users in the collaboration process, 
such as cloud computing and grid technology. On the whole, 
the collaboration process is about the decision making and the 
management of the coordination, cooperation and communi-
cation between the components of the collaboration towards 
the assigned task. The execution tasks are implemented in 
many ways. Several ways can be by integrating or incorporate 
external sub-system or compose new sub-process manually by 
the user.  

 The third element is the collaboration support. The collab-
orative systems must allow users regardless with the location 
and technology constraints, the user must be able to collabo-
rate in effective ways. The involved organizations must take 
action and make it possible by providing users with effective 
and suitable tools and a range of services to support the col-
laborative practices. Hence, the collaboration support can be 
divided into three levels; capability, service and technology.  

The capability level defines fundamental capabilities that 
support various kinds of collaborative tasks. Here, the tasks 
are matched up with services that contains special collabora-
tive capabilities [12]. The matching process consists of two 
processes.  First is the evaluation process. The available ser-
vices are evaluated with its capabilities in supporting the cur-
rent tasks. The second process is about the adaptation and 
acceptance process  between the services and the group char-
acteristics. Basically, the capability level is about the ability of 
the system to support the whole collaboration process. The 
service level identifies a right collaboration practices and tools 
by offering a list of services that can be used in executing the 
collaborative tasks. Some of the services are independent and 
autonomous by itself that can be directly used. Other services 
are created by composing different kind of services from dif-
ferent domain by using the platform and infrastructure ser-
vices. Technology as a last level in the collaboration support 
element, deals with the implementation of the services that 
reflect the performance of overall collaborative work.    
 

3 TYPE OF SHARING AND SHARED SERVICES  

Although many systems and frameworks claim to be a col-
laborative system, but most of them only support certain fea-
tures and criteria of collaboration [13][14]. These systems are 



 

actually closed systems which means it provides a fixed set of 
services, tools and functions to support certain features of col-
laboration. These systems lack of flexible services which re-
quire dynamic changes in a collaborative process that in line 
with the current trend of business process.  Due to that, ser-
vices play an important role in new computing technology 
that support independence and distributed systems in devel-
oping flexible collaborative systems [15]. These services are 
actually  autonomous computational agents that made the 
integrated and distributed collaborative solutions possible [3]. 
As there are various kinds of services in the collaborative 
framework such as session management services, data distri-
bution services, message management services and device 
management services; this paper focus only on software 
shared services in the collaborative works.   

Based on the literature, in general, there are two types of 
sharing process; context and resource sharing processes. 

3.1 Context Sharing   

A group of users might work on a small part of a big pro-
ject, but at the same time are interested of the changes made 
by another group of the related parts of the project. Hence, all 
users working on the same project shall share the same context  
in the same manner. Here, the awareness mechanisms work as 
shared services between the group of users. It will facilitate 
awareness of changes done to one part of the same product to 
the other users.  

 

3.2 Resources Sharing  

As mentioned above, collaborative is about sharing process. 
Distance users shared the same goals and same resources in 
doing their work. The resources are anything that needed to 
support the assigned tasks and can be retrieved by the users. It 
can be information, document, multimedia objects and file. As 
depicted in figure2, the data is represents the resources and 
media is represents the medium of communication between 
the users. Each of these resources has their own method of 
control and coordinate to govern its activities. Furthermore, 
the collaborative activities also govern by its important attrib-
utes, such as policy, organization protocol, computer platform, 
context awareness, space and time. 

 
 
 
 
 
 
 
 
 
 

 
Figure 2: Resources Sharing Logical Model 

 
Dispersed users need services to assist them in managing 

the shared resources, as they are manipulating the same ob-
jects. The shared services in resource sharing are varied and 
relative to the objective of the collaborative activities. Table 1 
shows the type of shared services related to the work task. 
These shared services can classify into four categories[16]; ob-

jects sharing services, communication sharing services, shar-
ing collaboration space services and workflow sharing ser-
vices.  

 
Table 1: Type of shared services related to the activity 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
1) Object Sharing Services  

Collaboration means sharing something important 
among the participant users. It is crucial to share any 
supporting objects such as text document and slide 
presentation in any collaborative works. Hence, it is 
important to coordinate the changes made by activity 
related to this sharing objects.  Edit, delete, add and 
view are examples of common activity related to the 
shared object. As this object are shared by many users, 
shared services have to make sure the same version of 
objects can be viewed and interpret in the same way by 
all the users. The shared services also should equip 
with conflict management to handle any conflict that 
arise during the collaborative activity.  
 

2) Communication Sharing Services 
Effective communication is a key success factor in 
achieving activity objectives. It is important to avoid 
any misunderstand and discrepancy during the inter-
action. As users are sharing the same communication 
media, the shared services will make sure users will get 
the same message at the same time with a user friendly 
user-interface and easy to understand error message. 

3) Collaboration Space  
Shared services will provide users with the same con-
text in the same style as all the others are located in the 
same room.  

4) Workflow Sharing Services.  



 

Users will know the chairperson or the owner of the 
collaborative activity, expertise and role of the existing 
members are examples of services provided by this cat-
egory.  

Most of the shared services are built-in as a functional re-
quirement of the systems and others are stored as source code 
library and API that ready to serve when needed. Some of the 
collaborative work such as an online meeting will face difficul-
ty when dealing with ad-hoc matters. In this situation, users 
probably need editing sharing application urgently  that ena-
bles them to formulate new marketing strategy. As the exist-
ing systems are not supplied with functions to connect to the 
external standalone applications, it forces the developers to 
change the hard code of the existing system. As an alternative 
way, in these situations the developers can choose from the 
range of available external shared services applications and 
tools that map to the collaborative activity's objective [17]. This 
process is referred as shared service composition [18]. It allows 
developers to customize the shared services from dynamic 
searching of available standalone applications, integrate and 
implement the shared services in a proper order to achieve the 
activity objective.   

These are examples of third-party or external standalone 
applications that can be used as shared services in the collabo-
rative works  [17]: 
 

1) Version-control Systems   
It facilities the version control systems either by peer-
to-peer and client/server platform. Examples of the 
systems are Subversion , Git, Mercurial and Darks.  
 

2) Online Meeting   
This system allows users to edit documents while 
others view it, whiteboard drawing, co-browsing and 
support synchronous and asynchronous activities. 
Examples of this system are WebEx, NetMeeting, con-
ference and WorkSpace3D .   
 

3) Document Sharing  
This system allows users to review and edit concur-
rently with other users. Examples of this system are  
GoogleDoc and Google Wave.  
 

4) Project Management   
This system facilitates project information such as 
project milestone, planner and overview ongoing pro-
ject through the web. Examples of this system are 
ActiveCollab, WorldView, WorkspaceActivityViewer. 
 

5) Electronic Conferencing  
The system facilitates the conference activity such as 
data conferencing, voice conferencing, video confer-
encing and discussion forums. Examples of this sys-
tem are CU-SeeMe and NetMeeting [19].  

 
These applications allow developers to customize the 

shared services from dynamic searching, integrate and im-
plement the shared services in a proper.   

 

4 LIMITATION OF THE AVAILABLE SHARED SERVICES IN 

COLLABORATIVE SYSTEM FRAMEWORK 

 
Most of the available collaborative software framework 

deals with various kinds of sharing process that involve with 
different types of objects. The shared services offered by the 
frameworks are almost the same though develop on different 
architecture and platform. It shows that, different type of shar-
ing activity will use almost the same set of  shared services 
regardless the type of problem they are. 

 However, in comparing these frameworks, it was found 
that different kind of approaches are used to develop and exe-
cute the shared services. This approach mainly influenced by 
the availability of the experts, the organization background 
technology and collaborative environment. Furthermore, this 
service that supposedly support groups of user which en-
gaged in the same activity are limited with flexibility and usa-
bility. This is due to most of these services are pre-defined and 
embedded into the system. Although some of the frameworks 
allow these services to be integrated with other collaboration 
tools, the processes are still not dynamic. The users are served 
with pre-defined external tools by the system. Users are not 
allowed to choose from the range of external tools that they 
prefer to use. On the other hand, some of the frameworks pro-
vide users with service composition that allow users to create 
new service operation. But this function is not for end-user 
and difficult to operate. Table 2 summarizes the software 
framework shared services category with it's strengths and 
limitations.   

 

5 CONCLUSION 

Collaboration technology should develop in small stages. It 
starts with the design of configurations which is required at 
each of its components thorough consideration. As sharing is a 
nature of the collaborative activity, the configuration should 
provide modules that facilitate sharing among dispersed us-
ers. Hence, appropriate shared services are important facilities 
in the system to produce  efficient and consistent collaborative 
works. In this paper, we give detail explanation about collabo-
rative configurations. We also discuss sharing process focus-
sing on four categories of sharing services; objects, communi-
cation, workspace and workflow. Each category has a different 
set of services which serves collaborative activity in its bound-
ed territory. Currently, there are lacks of research work that 
are capable of providing such services. Moreover, most of the 
configurations have their own shared services which are being 
pre-defined and hard coded into the system. Therefore, the 
sharing platform cannot allow end-users to flexibly choose 
their own preferred shared services from common applica-
tions. In addition, their ability is limited to certain types of ca- 



 

Table 2 : Shared Services Comparison among Collaborative System Framework 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

tegory only.  In general, collaborative working environment is 
branded by flexibility, usability and ad-hoc communication 
service requirements. Moreover, such services are very signifi-
cant in promoting flexible controlling and coordinating mech-
anism in distributed media sharing activities. 
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Chained Business Rules 
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Abstract— This paper presents some ideas about business rules and how they are managed. The translation of business rules into electronic 

format enables the firm to capitalize on its written rules. By encoding electronically these rules, a junior employee could perform the activities 

which were used to be performed by a senior employee.While there are better software that can be used for this purpose, the ubiquity of Excel 

spreadsheet makes it a choice as a vehicle for translating these techniques into its proper usage. Furrther, critical Excel functions were shown on 

how to manage and encode these business rules into spreadsheet. Eleven functions or techniques of Excel spreadsheet were identified as a key 

technique in transforming business rules into a viable spreadsheet application. A small case study is shown to illustrate the techniques.  

Index Terms— Spreadsheet Application, Business Rules, Business Rules Management Systems, Excel Techniques, Expert Systems, 

Micro-lending, Knowledge Acquisition.   
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1 Motivation 
 The motivation in writing this paper is to be able to 
highlight the usefulness of three ideas: chained business rules, 
tabular interpretation of business rules and specific techniques 
of Excel spreadsheet. These three ideas, when used properly, 
bring tremendous benefits to business, especially small busi-
nesses, as they could make use of the Excel spreadsheet to 
delegate functions to junior, but trusted, personnel.  
 
2 Review of Literature 
 
2.1 Using Business Rules for Business Intelligence 
 
 Mircea et.al asserted the need for business rules in a 
global economy challenged by many economic difficulties. 
Business rules “allow automatic data interpretation, definition 
of performance key indicators, through important redline val-
ues and provide solutions for problem solving.”[1] However, 
Mircea et.al.  acknowledged the existence of various meanings 
of “business rule.”   
 Ronald G. Ross, as quoted by Mircea et.al. , provided 
the following definition:  “From a business perspective, busi-
ness rules are literally the encoded knowledge of your busi-
ness practices, and from an Information Technology point of 
view, a business rule is an atomic piece of reusable business 
logic.”(Ross, 2003) [1] 
 Mircea et.al.  went on to define nine categories of 
proposed rule patterns. These are: 1) terminology definition;  
2)relationship of terminologies;  3)classification rules; 
4)enumeration of items;  5)simple constraints; 6)list constraint; 
7)calculation methodology; 8) inference; and 9)reaction. [1] 
 From the nine categories, the inference and reaction 
patterns refer to an IF-THEN construct, a construct that is 
available in many programming languages. This implies 
therefore that many of the operations manual key decision 
elements can be captured into the IF-THEN construct. Once 
this is done, it will be easier to transfer them into electronic 
format. 
 
 

2.2 Business Process Requirements Engineering 
 
 Roger et. al propose the formalization of business 
rules.[2] One very important assertion they made is that quali-
ty products could only be attained if the customer’s perspec-
tives are included in the production process. (This idea is well 
known in the study of quality management like 6Sigma.) 
Moreover, they explicitly stated that customer’s perspective 
should be represented among the set of business rules that 
will drive the business processes.  
 Further, aside from stating quoting various business 
rules, Roger et.al propose various aspects and operations that 
can be done on business rules. For instance, business rules 
could be a necessity or an obligation. For instance, a “necessi-
ty” is that potatoes should be fried. On the other hand, frying 
the potatoes for 3 minutes plus or minus 30 seconds is an “ob-
ligation.”  
 Operations on the rules like equivalence of rules, 
merging of rules and sequencing of rules have been present-
ed. Roger et.al concluded that in the definition of rules, four 
perspectives needed to be included, namely: customer per-
spective, business perspective, employee perspective and 
product perspective. Customer perspective defines customer’s 
perception of required quality levels. The business perspective 
defines how to supply the needed efforts to satisfy the cus-
tomer perspective. The employee perspective identifies skills 
necessary to perform within the business perspective. Finally, 
the product perspective presents various measures regarding 
the product specifications. [2]     
 
2.3 Business Rule Management System 
 
 Carlo et.al. asserted the various aspects needed for a 
firm to be innovative in using knowledge which are captured 
as rules. [3] Taylor discussed that rules could be utilized 
properly with the use of a Business Rule Management System 
(BRMS).[4] Taylor defined BRMS to be a “complete set of 
software components for the creation, testing, management, 
deployment, and on-going maintenance of business rules in a 
production operational environment.”[4] 



  

  

 Among other functions, a BRMS could do the follow-
ing: 1) Business Rules Repository, 2) Design Tools, 3) Rule 
Management Interfaces, 4) Validation and Verification Tools, 
5) Testing Tools, and 6) Business Simulation Tools. 
 These six capabilities enable the company to transfer 
“rare” expertise to the rest of the organization. Further, when 
these rules are electronically captured, the decision maker is 
able to distance his judgement from his emotions. This emo-
tional distancing enables the decision maker to have a clearer 
and consistent mind when making a decision. [4]  
  
2.4 Synthesis and Inferences 
 
 In general, the IF-THEN construct is a predominant 
way to represent knowledge. The IF-THEN constructs could 
then be captured in a tabular format which we could search 
through. A successive IF-THEN could be captured using sev-
eral tables, with the left column representing the IFs and the 
right column representing the THENs.  
 This observation agrees with Mr. Jan Vanthienen 
when he wrote that ”tabular models for decisions is 
a powerful technique highly relevant for business 
rules, business processes, business knowledge, and 
related areas.” [5] 
 
Hence, we could have: 
 
IF SignColor = Red THEN Stop_Car.  (1) 
IF SignColor = Green THEN Move_Car. (1) 
IF Car = Stop_Car THEN Open_Radio. (2) 
IF Car = Move_Car THEN Close_All_Phone. (2) 
 
Table1: 

SignColor Action 

Red Stop_Car 

Green Move_Car 

… … 

 
Table2: 

Car Action 

Stop_Car Open_Radio 

Move_Car Close_All_Phone 

… … 

 
 At this point, while we agree with Taylor about the 
need for a BRMS, this paper asserts that Excel Spreadsheet can 
be sufficiently used as a Business Rule Management System. 
Many small and medium scale enterprises are already in Ex-
cel. It will be a great service to these firms if we could show 
how some techniques to translate Excel into a viable BRMS. 
 
3 Lists of Important Excel Formulas and Constructs 
 In using Excel as a Business Rules Management Sys-
tem, we are presenting here various spreadsheets. These tech-
niques are needed in encoding business rules. Jell wrote about 
the improvements done on Excel by Microsoft. This im-
provement consists of hiring “two outside math consultancy 

firmst to rewrite the algorithms” and then hiring a “third firm 
to validate whicfh algorithm was the best for each func-
tion.”[6] These activities encourage us to believe Excel is a 
reliable platform for decision support systems. The following 
identifies the eleven techniques most useful for business rules 
development.  
 
3.1 List of Options or Possibilities 

This is a list of all possible answer to a checklist or 
question, such as Red, Orange, Yellow, Green, Blue, Indigo 
and Blue. In other cases, prompt like “Indicate Status of Store 
Activity” would demand answers from any of the following 
choices: “Low Count, Medium Count – Staff Relax, Very 
Dense – Staff Very Tense.”  

Describing these situations in one’s own words 
would make the response accurate, however, from the point 
of view of the BRMS, using a pre-defined response items 
would make it more amenable to analysis.  
 
3.2 Drop Down 
  
 From the list of options as discussed in topic number 
3.1, we indicate here options which will enable to reflect those 
choices in the spreadsheet.  
 This is reached from the Main Menu Bar ->Data -
>Data Validation, Settings (List) and Source. Here, we access 
the List of Options or Possibilities. By doing this way, we pre-
vent the possibility of error in spelling by being consistent in 
how we refer to our answer. 
 It has to be noted that drop-down list should not ex-
ceed nine choices. Beyond nine, the end-user of the system 
would make it difficult to use the system. However, there are 
cases when we really need to go beyond nine, for instance, 
when we have to identify the country of origin of an appli-
cant. In those cases, we probably need to break them into 
groups using different techniques, such as use of different 
fonts.  
 
3.3 IF-THEN 
  

The If-Then construct connects a certain situation to 
another situation. If the linkages are simple, then we can use 
the following: 
IF(A1 = “Yes”, “Yes is the Answer”, “Not Yes is the Answer”) 
 This construct is actually connecting this paper to 
BRMS and to expert systems as well. By chaining the respons-
es from one rule to another, we are able to execute the busi-
ness rules properly. 
 
For example: 
 
Group A: 
If wearing_a_pant then applicant_is_a_man. 
If wearing_a_trouser then applicant_is_a_woman. 
 
Group B: 
If applicant_is_a_man then could_hire_as_driver. 
If applicant_is_woman then could_hire_as_cook. 



  

  

 
Group C: 
If could_hire_as_driver then take_garage_test. 
If could_hire_as_cook then take_kitchen_test. 
 
By chaining these groups of rules together, we are able to 
reach Group C.  
 
3.4 AND and OR  
 There are cases when we have to have all situations 
available. Having all situations avaialable means we have to 
use AND. However, if only one needs to be available, then OR 
would suffice. 
AND(A1 = “b”, A2=”c”) 
OR(A1=”b”, A2= “c”) 
 
Pursuing the example earlier, let us assume that the test for 
male gender has gone beyond the wearing of a pant to the test 
of having a short hair and the test for female gender is by 
wearing an earing then we could modify group A to be: 
 
Group A: 
If wearing_a_pant OR having_short_hair  
then applicant_is_a_man. 
 
If wearing_a_trouser OR wearing_an_earing  
then applicant_is_a_woman. 
 
 
Let us further assume requires that all male should be able to 
lift 150 kilograms of dumb bell and all female should be able 
to cook rice in 20 minutes, then we should modify the busi-
ness rules as: 
 
Group A: 
If (wearing_a_pant OR having_short_hair)  
AND (can_lift_150_kilograms) 
then applicant_is_a_man. 
 
If (wearing_a_trouser OR wearing_an_earring) 
AND (can_cook_rice_20_minutes)  
then applicant_is_a_woman. 
 
These constructs of OR and AND improve our capability to 
capture and encode business rules. 
 
3.5 Vlookup 
 
 Since we have a tabular interpretation of the If-Then 
construct, we then try to get the Then part by the Vlookup 
construct. The Vlookup has the following syntax: 
Vlookup(If_value, TabularArea, 2, True_for_Approximate or 
False for Exact).  
 
 However, there are cases when the tabular interpreta-
tion is not complete.  We then add an error mechanism, like:  
= IF(ISERROR(VLOOKUP(F46,MYTABLE1,2,FALSE ) ),"NO 
RESPONSE",VLOOKUP(F46,MYTABLE1,2,FALSE)) 

The presence of the ISERROR ensures that if there is no corre-
sponding ACTION part, then a “NO RESPONSE” will come 
out. 
 
As we have asserted in the synthesis, several rules of similar 
structure could be grouped together into a group. For in-
stance,  
 
If    Traffic_Light_is_Red Then Stop_the_Car. 
If    Traffic_Light_is_Green Then Move_the_Car. 
If    Traffic_Light_is_Orange Then Prepare_to_Stop_Car. 
If    Someone_Does_Not_Pay Then Call_Police. 
 
While all of these can be captured in one single table of IF( 
first column) and THEN (second column), the fourth rule does 
not seem to belong in this group. We then have to set up a 
different table for that group, if there will be several rules of 
that type. 
 
3.6 HyperLink and the Hyperlink function 

 
To connect to another sheet or spreadsheet, we could 

use the hyperlink: 
Main Menu – Insert – Hyperlink or 
The Hyperlink function is denoted by: 
   =HYPERLINK(“[BOOK.XLSX]SHEET!COLROW”) 
 
 This capability enables us to bring into the solution 
set the use of other Microsoft Document such as Word, 
Powerpoint or even Access. Quite often, many of the forms 
are needed as part and parcel of a solution set. By incorporat-
ing these into the spreadsheet, but located in another work-
book, we able to enhance the solution we provide. 
  
 Further, there are cases when solutions or rules are 
needed to be quoted or analyzed. By the use of the hyperlink, 
we are able to bring in rules and procedures (or even check-
list) into the set of business rules.  
 
3.7 Formulas 
 Any calculations would use the following: “= A1 + 
A2.” We can always academic-based formulas being used ex-
tensively in the industry, for instance the computation of fu-
ture value (FutureValue = PresentValue * (1 + InterestRate^n), 
where n is the number of compounding.) 
 
 Another formula will be the accounting formula of 
Asset = Liability + Equity. Computations of Economic Order 
Quantity of each product can also be done instantaneously. 
 
3.8 Range 
 Highlighting a certain area and giving it a name 
would facilitate our efforts. Quite often, we would need to 
work on a certain range  for instance B24:D50 (Cell_B24 up to 
Cell_D50). Referring to such an area of cells via a cell basis 
would make its usage harder. By simply identifying it as a 
cell_range, referring to it in the VLookup and other statistical 
tool would be easy. 



  

  

 
3.9 Concatenation 
 
 Concatenation is an alternative to the situation of 
AND. The syntax is denoted as: 
 
              =Concatenate(A1,A2) 
 
For instance, the rule 
 
If having_short_hair  
AND (can_lift_150_kilograms) 
then applicant_is_a_man. 
 
  ‘can be represented as: 
 
‘having_short_hair” “can_lift_150_kilograms” 
 
Hence, we could rewrite it as: 
 
If ‘having_short_hair” “can_lift_150_kilograms” 
 then applicant_is_a_man. 
 
3.10 Cell and Sheet Protection 
 
 This technique is used when are about to distribute 
our work. By protecting the entire spreadsheet, except for a 
few items, we are enhancing the integrity of our application. 
 
 This is achieved by following the navigational se-
quence. 
 
 Main – Review – Protect  
 
 However we have to emphasize that before we ena-
ble the protection, we should not lock the areas of the spread-
sheet where the end-user would want to enter data. 
 
3.11 Cell Coloring 
  
 Another approach to enhancing the spreadsheet’s 
utility is to color the cells. This is achived by the following 
navigational sequence: 
 
Right Click On The Cell– Fill Color and Right Click – Font 
Color 
 
 A colored cell adds dimension to the cell. A green 
might require the end-user to key-in a response, while a red 
would mean the end-user should not touch that particular 
cell. In fact we can generate different colors based on the value 
of that cell by using conditional formatting. 
 
4. Case Study: Micro-lending Enterprise 
 We present here a simple case for a micro-lending 
business. This spreadsheet is used to guide the lending agents 
in dealing with its clientele. For business confidentiality 
agreement, many of the rules were modified. However, the 

main essence of using it as an example has remained intact. 
 
Rule1 
If the Asset Base is more than $1000 
Then Extend Loan facility of $100,000 
 
Rule2 
If the Asset Base is more than $5000 
Then Extend Loan Facility of $500,000 
 
Rule3 
If the Asset Base is more than $10,000 
Then Extend Loan Facility of $1,000,000. 
 
Rule4 
Asset Base is computed as the latest purchase price recorded * 
(1-(currentYear – Latest purchase year)/100) 
 
Rule5 
If the Loan Facility is $100,000  
Then ask for a proof of continuity. 
 
Rule6 
If the Loan Facility is $500,000 
Then ask for a proof of business employing no less than 10 
people. 
 
Rule7 
If the Loan Facility is $1,000,000 
Then ask for a proof of business employing no less than 50 
people. 
 
Rule8 
If there is a proof of business 
Then approve the loan. 
 
Rule9 
If there is no proof of business  
Then ask for cash deposit of 50% of loan. 
 
Rule10 
If all requirements are appropriate 
Then Approve the Loan 
Otherwise Deny the Loan. 
 
4.2 Key Spreadsheet Codes 
 
 We simply need three input numerical parameters, 
namely: Latest Purchase Price (LPP), Last Purchase Year(LPY) 
and the current year (NOW).  
 
Cell_F38 <- {space for entering Latest Purchase Price, LPP} 
Cell_F40 <- {space for entering Latest Purchase Year, LPY} 
Cell_F42 <- {space for entering the current year, NOW} 
 
Cell_F44 <- “=LPP * (1 - (NOW - LPY)/100)” 
Cell_F46 <-“=Vlookup(F44,LF,2,TRUE)”   -  where LF is a ta-
ble consisting of AssetBase and LoanFacility.  



  

  

  

LF 
 ASSETBASE LOANFACILITY 

0 0 

1000 100000 

5000 500000 

10000 1000000 

          
Cell_F48 <- “=VLOOKUP(F46,REQ,2,FALSE)” – where REQ is 
a table consisting of Loan Facility and Requirements. 
 

REQ 
 LOAN FAC REQMNTS 

100000 PROOF OF CONTINUITY 

500000 PROOF OF BUS, EMP >= 10 

1000000 PROOF OF BUS, EMP >= 50 

 
Note that Rules 1, 2 and 3 are taken-cared of by table LF. 
Rules 5, 6 and 7 are taken-cared of by table REQ. Cell_F44 
contains computational rule. 
 
Continuing, Cell_F50 would require an entry of YES or NO 
regarding whether proof of business were submitted. 
Cell_I50 <- “=IF(F50="YES","Y","N")” 
 
Cell_F52 <- “=IF(F50="YES","APPROVE LOAN","ASK FOR 
50% DEPOSIT")” 
This captures Rule 8 and 9. 
 
Cell_I52 <- “=IF(I50="Y","A","X")” 
 
Cell_54 is a space to input whether 50% deposit were submit-
ted. 
This works with Rule 9. 
Cell_I54 <- “=IF(F54="YES","Y","N")” 
 
Cell_F56 <- “=IF(I56="D","DENY LOAN","APPROVE 
LOAN")” 
This captures rule 10. 
Cell_I56 <- “=IF(AND(I50="N",I52="X",I54="N"),"D","A")” 
 
Cell_F58 is an hyperlink leading towards the proper form. 
 
 5. Conclusion 
  
 This paper started with the motivation of being able 
to put together three ideas: chained business rules, tabular 
equivalence of business rules and specific spreadsheet tech-
niques. These three ideas, when properly put together, can 
deliver a small and medium scale enterprises oriented Busi-
ness Rules Management Systems (SME-Oriented BRMS) solu-
tion. 
 
 It has been noted that the Excel spreadsheet has 

grown to be capable of supporting numerous types of applica-
tions. It has even been applied to mapping applications.[7] In 
this paper we showed Excel’s viability as a tool in capturing 
and encoding rules into a spreadsheet solution. This paper 
listed eleven key constructs of Excel in delivering a usable 
Business Rules Management Systems. After having explored 
those eleven building blocks, a modified example (micro-
lending) was shown to highlight its applicability.  
 
 We have to note that having encoded the business 
rules in Excel, the end-user did not feel threathen by the com-
puter-based solution. As fear was absent, and thinking that 
the Excel is an ordinary tool, the process of improvement and 
refinement of the rules was rapid. Further, information on its 
improvement was spontaneous as everyone try to help correct 
the rules.  
 
 This validates the research result of Chanin 
Yoopetch[8] in stating that as far as knowledge acquisition in 
small firms is concerned, the role of social network and team-
work contributes significantly. 
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Abstract—This paper discusses the conversion of surface electromyography signals (s-EMG) to torque for robotic rehabilitation. Genetic 
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1 INTRODUCTION                                 

In United States, about 795,000 people suffer from stroke 
which is the third ranking disease where one quarter of the 
patients are dependent on assisted activities for daily life [1]. 
Every year about 130,000 people in United Kingdom have 
stroke with 13,000 people under retirement age where over 
one third from 65% of the stroke survivors having disabilities 
of hand and upper limb. Muscular dystrophy, arthritis and 
regional pain syndrome are also major cause of disabilities of 
stroke patients [2].  

Task oriented stroke rehabilitation promote the motor re-
covery and cerebral organisation of patient after stroke [3,4]. 
However the availability of such training session are limited in 
hospital and rehabilitation centre. There are constrained num-
ber of patients for rehabilitation program, number of facilities 
and required long duration time, and the ability of therapist to 
control and repeat the assistance for each training session [5]. 
Every year, with grossly higher demand for rehabilitation, the 
implementation of robotic rehabilitation may assist to reduce 
the dependency on therapist and provide a consistent training 
exercise. Robotic rehabilitation also provides intensive training 
without tiring and possible to enhance the therapy beyond the 
abilities of therapist [6].  

The robotic rehabilitation utilizes the surface electromyog-
raphy signals (s-EMG) as control input to estimate the magni-
tude and direction of torque for the robotic joint of exoskele-
ton. Researchers have done several works on mathematical 
model and black box model to estimate torque based on force 
produce of the muscle contraction. Biomechanical model has 
been use to convert s-EMG signals to torque to maintain the 
posture of arm [7]. Hill-Based model, also known as model-
based approach, acts as input, and the output depend on the 
muscle activation [8] level and musculoskeletal kinematics to 
generate torque [9]. Fleisher et al, used Hill-muscle model to 
predict the joint torques for controlling the leg of exoskeleton 
[10]. Menegaldo et al, estimate the torque of ankle by applying 
muscle model which summation each individual muscle and 
compare with torque measure [11]. Hill-based muscle model 
parameters matched the human ankle for torque and angle 
walking to control powered ankle prosthesis device [12]. 

Cavallaro et al, has done research on joint torques prediction 
for arm power exoskeleton application with and without GA 
optimization parameters [13]. 

 Clancy et al, have used polynomial equation as a mathe-
matical model for estimation joint torques in isometric and 
quasi-isometric contractions. Least square method has been 
used to to minimize the torque error [14]. S. Parasuraman et al, 
has used mathematical model with SA algorithm and GA op-
timization with least square method as cost/fitness function to 
get the best fit model of torque conversion [15]. Khalid et al, 
introduced new mathematical model using nonlinear regres-
sion to estimate joint torques. This new mathematical model 
has been compared with other mathematical model and neural 
network and proven to be the best fit model for online pro-
cessing and real-time processing [16].  

Neural-network also recognized as black box model does 

not require knowledge of physiology and joint dynamics for 

torque conversion. Neural network model was also used for 

prediction of joint moments [17], muscle force [18]. Neural 

network can be trained using different load and frequency to 

estimate the joint torques [19].Micheal E.Hahn, found that 

neural network model allow a greater accuracy joint torques 

prediction but as error goal set to lower, convergence is not 

achieved 100% [20].The selection of number of hidden unit 

neural network model was not the main problem to allow ac-

curacy of s-EMG to joint torques conversion [21]. This model 

was also applied for prediction of output mapping between s-

EMG signals and joints angles and joint moments. The result 

from this study has demonstrated that is has good potential 

for biomechanical and simulation in human gait [22]. The pro-

cessed data of s-EMG signals could be converted to estimation 

torque based on human movement. This estimation torque is 

important to control the motion of robots for rehabilitation. 

Mathematical model is used to convert the s-EMG signals to 

torque for estimation torque value. This estimation torque will 

be determined by optimizing the parameters of the mathemat-

ical model to the nearest value of actual torque. Artificial intel-



 

ligence algorithms are used to optimize the internal parame-

ters of the mathematical model to find the best fit mathemati-

cal model and minimize the error between estimated torque 

and actual torque. The aim of this paper is to establish math-

ematical models for s-EMG signals conversion to estimated 

torque using genetic algorithm. 

2  THEORY AND TECHNIQUE     

 2.1 Mathematical Model of EMG to Torque Conversion 

The fitness function to evaluate the performance of each se-
lected mathematical model using genetic algorithm is 
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     where, 

         SSE =   sum square error as fitness function 
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where,  
 

 est(1) to   est(5) = torque estimation mathematical model. 
ui   = processed EMG data sample 

xi  = where, i=(1,2,3..) as random value parameter associated 
        with selected  model. 

2.2 Regression analysis  

Regression analysis accommodates the fitness function to 
minimize fitness values and obtain the optimum value of the 
parameter of selected mathematical model using genetic algo-
rithm(GA).The steps to investigate the best fit mathematical 
model is identified as the following: 

 
i.   Initialize population-start the population by random 

generation. 
ii. Evaluation: The fitness function evaluates each chrosome. 

       The lower fitness value indicates good solution,  
       minimize sum square error. 

iii. Selection: To form new population individual from pre-
vious population selected according to selection criteria. 
higher fitness level has higher presumption to be select-
ed.  

iv.  Genetic operator: crossover and mutation are applied to  
     each selected individual to produce new generation.  

v.     Termination:  
        The process from Step i to iv are repeated until one of the 
        condition as following are satisfied: 
 

 A pre-determined number of generations or time has 
elapsed. 

 A satisfactory solution has been achieved. 
 No improvement in solution quality has taken place 

for a pre-determined number of generations. 
 

Evaluate correlation between estimated torque and actual 
torque using coefficient of determination 
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                                                                                                          (7) 

where, 

        τact  = actual torque 

       τest = estimated torque 

       
actmean _ = mean of actual torque 

3  EXPERIMENTAL METHOD 

The surface electromyography (s-EMG) signal acquisition 
was recorded using surface wireless-trigno sensor acquisition 
system from Delsys Inc. Boston, M.A, USA [23]. Two channel 
electrodes are placed on biceps brachii muscle with sampling 
frequency 1 kHz as shown in Fig.1. The experiments were car-
ried on male healthy subjects. The experiment was conducted 
after obtaining approval from Ethics Committee of University 
and the subject. The movement task involved was elbow flex-
ion with 90 degree. 

 

 
Fig. 1: Delsys wireless sensor placed on bicep brachii muscles. 

 
3.1 Estimated Torque s-EMG signal processing     

method  

The EMG to torque conversion involved a few stages as the 

following: 
 

A. Raw signal Acqusition 

       Amplitude of s-EMG signal was measured using surface 

electrode with built in amplifier circuit for acquiring the s-

EMG signals. 



 

 

B. Filtering  

      Filtering process will remove unwanted signal and leaving 

the information signal to be measured and recorded. For elim-

ination of noise signal, the band pass filter are used (low pass 

and high pass) considered as the cut-off frequency of 20Hz-

400Hz. 

 

C. Feature extraction: 

     The s-EMG signals were analysed by root mean square 

(RMS) based on square root calculation to obtain the s-EMG 

input data signal of muscle contraction. 

 

D.    Muscle activation: 

Detect the time duration of active region of muscle. This 

will produce post-processed signal which is the product of 

root mean square signal and muscle activation. 

3.2 Actual Torque modeling and preprocessing 

A. Human tracking system 
      Modeling the elbow flexion movement of static and dy-
namic motion was recorded by using camera of Qualisys 
Tracking Markers System (QTM) [24]. Marker points were 
placed on the lower arm and hand as shown in Fig 2.  
 

 
                  Fig. 2: Markers point for lower arm and hand 

 

B. Modeling the biomechanical data 
  The static and dynamic motion data is modeling into body 
segment parameters using 3D-visual software of C-motion Inc.  
to get the signal of actual torque [25]. 
 
C. Processing the actual torque signal 
   The raw actual torques signal will be filtered to eliminate 
noise signal and rectified to obtain the actual torques data. 

4   RESULT AND DISCUSSION 

The results for each mathematical model for estimated 
torque using genetic algorithm (GA) for subject 1(S1) and sub-
ject 2(S2) are shown in Table 1.0. 

 
 

 

 

 

 

Table 1.0: Result of GA for elbow flexion. 

 
It can be seen that the sum square error (SSE) value of the 

fitness function decreased when the genetic algorithm met the 
optimum value parameters for each mathematical model. The 
unknown parameters were adjusted to ensure estimated 
torque became nearer to actual torque. Correlation between 
estimated torque and actual torque was found to be good 
when mean square error (MSE) decreased to small value of 
error and the coefficient of determination (R2) increased. From 
table 1.0, the highest coefficient of determination (R2) is 
0.862644 for S1 and 0.865148 for S2 by mathemathical model  

est(5 ).   
 

Fig.3 to Fig.7, show the best correlated graph of the esti-
mated torque that was applied to the mathematical model ( 

est(1) to   est(5 ) )  with actual torque for S1 and  S2 based on table 
1.0. 
 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

Fig 3: Estimated torque vs actual torque by est(1)  for  S1 
 

Mathematical 

Model 
 

Subjects 
 

SSE 
 

MSE 
 

R2 

 

 est(1) 

 

S1 

 

0.002056 

 

3.11595E-05 

 

0.828343 

 

S2 

 

0.008582 

 

0.000130035 

 

0.823165 

 

 est(2) 

 

S1 

 

0.003208 

 

4.86114E-05 

 

0.818436 

 

S2 

 

0.002696 

 

4.08529E-05 

 

0.833655 

 

 est(3) 

 

S1 

 

0.001622 

 

2.45867E-05 

 

0.830217 

 

S2 

 

0.005659 

 

8.57461E-05 

 

0.818776 

 

 est(4) 

 

S1 

 

0.003121 

 

3.85742E-05 

 

0.841983 

 

S2 

 

0.002735 

 

4.14485E-05 

 

0.828200 

 

 est(5) 

 

S1 

 

0.002909 

 

4.40794E-05 

 

0.862644 

 

S2 

 

0.001843 

 

2.79371E-05 

 

0.865148 



 

 
Fig 4: Estimated torque vs actual torque by est(2)  for  S2 

 

 
Fig 5: Estimated torque vs actual torque by est(3)  for  S1 

 

Fig. 3 shows the estimated torque versus actual torque from 
S1 where the R2 = 0.828343 is higher than S 2 with R2= 0.823165 
for mathematical model  est(1). For mathematical model  est(2), 

S2 obtained R2=0.833655 as shown Fig.4,  estimated torque ver-
sus actual torque  compared to S1 with R2 =  0.818436.  The 
coefficient of determination of mathematical model  est(3)  for  
S1 are higher than S2, with R2=0.830217  compared to R2 = 
0.818776 as shown in Fig.5. 
 

 
Fig 6: Estimated torque vs actual torque by est(4)  for  S1 

     

 
Fig 7: Estimated torque vs actual torque by est(5)  for  S2 

 
 Fig.6 and Fig 7, show the estimated torque versus actual 

torque for mathematical model  est(4) for  S1 and mathematical 
model   est(5)  for S2. The correlation between estimated torque 
and actual torque of   est(4)  indicate that  S1 has higher correla-
tion R2 = 0.841983 than  S2 with R2= 0.828200. Subject 2 has 
higher correlation R2= 0.865148 than subject1 R2= 0.865148 for 
mathematical model  est(5).  

Amongst all the mathematical models, mathematical model 
 est(5)  is the most suitable model for estimated torque for S1 
and S2 which showed higher correlation compared to other 
models. 
 

5   CONCLUSIONS 

This paper has discussed the analysis of torque estimation 

of mathematical model that can be applied to map EMG signal 

as an input and obtain the output of estimated torque. The 

actual torque is compared to estimated torque to verify if the 

estimated values are close to actual torque. It can be deduced 

that the best mathematical model for estimated torque is the 

fifth mathematical model ( est(5)). Estimated torque could be 

used to control the exoskeleton in various applications such as 

ergonomics, gait analysis, rehabilitation and also sports exer-

cise. 
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Adoption of Iris Recognition System in Financial 
Sectors: A Case of Saudi Arabia Point of View  

Hanan Abdullah Fatani, Nour Elhouda Tabet 
Abstract—The process of creating and protecting of a unique and safe identity for citizens or customers is one of the most difficult and 

major challenges for organizations whether public or private sectors because of the high rate of fraud, identity theft and Plagiarism 

personality for illegal purposes [1].Several studies conducted around the world have proven that identity theft and fraud is the most serious 

crime within the banking sector, this is the result of the new technology revolution [2],[3],[4]. Biometrics recognition proved it credibility, 

reliability, accuracy and validity, also, it had been implemented within many application at many countries towards maximum level of 

privacy and security in order of maximize accuracy identification and verification [5].The motivation of this study to be a good basis to 

stimulate the decision makers to apply Iris technology in both private and public sectors towards more secure and safe environment among 

Saudi citizens. 

Index Terms— unique, identity theft, fraud, plagiarism, biometrics, recognition, iris technology. 

——————————      —————————— 

1 INTRODUCTION                                                                     

hen Almighty Allah (SWT) created the humans, He 

created them with some unique and distinctive features 

for identification. Those features are used to distinguish them 

from each other, and, as a form of identity to verify whether 

their physiological or behavioral and every feature of these 

properties are unique and enduring over time. Most organiza-

tion facing difficult challenges in order to keep the business 

safe and secure by creating and protecting of a unique and 

safe identity for citizens or customers from any frauds or iden-

tity thefts [6],[7]. 
 
Several strategies and technology have been used to ensure 

the security and safety of the customers’ [8],[9]. Some sectors 

used biometrics scanning technology of human body parts in 

order to strengthen security and curb counterfeiting of identi-

ties through the properties of behavior and physiological. Un-

doubtedly, the physiological characteristics considered the 

best and the trusted security methods in the process of identi-

fication, because, Biometrics cannot be forgotten or changed 

when use by the individual [1],[10],[11]. 
 
It is a technology that has a large proportion of credibility, 

usability and reliability. Physiological characteristic included 

all shapes of the person body, such as, DNA, fingerprint, iris 

recognition and palm print and other; meanwhile, behavioral 

characteristic is related to the person behavior like voice, sig-

nature and typing behavior “PIN number or password”. 

Traditionally every biometric device has its own way of utili-

zation like camera or scanner in order to capture the images, 

and it is vary depending on the purpose and the application, it 

can be used generally in many areas such as, banking system, 

immigration system , election system and governmental sys-

tem so on [8],[9]. 
 
In the past few year, there were new solutions became sur-

passes of all identification and verification concepts. Further-

more, it can meet all the challenges that correlating with cus-

tomers’ verification. Recent studies proved that Iris recogni-

tion technology play an important role towards applications 

that related to identity verification and security issues 

[12].Regrettably, it has been a little effort to investigate the 

intention to use Iris recognition technology for conducting 

banking transactions, since; Iris recognition system is quite 

new technology to biometric technology. It is crucial to inves-

tigate the external factors that influence the customer's ac-

ceptance to use Iris technology so that the new technology can 

be implemented and benefits for both banks customers and 

bank sectors. 

1.1 Costumers’ identity theft 

For most financial sector the main priorities is to insure safety 

and security of the customer’s identification from frauds or 

identity thefts. With proximity of 27 million of Saudi Arabia 

population, a statistic in 2009 showed that more than 89% of 

Saudis working in public and private sector has bank loans 

[13]. Shocking fact yet it means that near of 90% of Saudi 

working citizen’s deal with banks in Saudi Arabia. 
 
All Banks must conform to the government- Saudi Arabian 
Monetary Agency (SAMA) - and application its regulation and 
recommendations [14]. 

1.2 ATMs pirating 

Previous studies showed that, the innovation of the ATMs 
machines did not increase the number of customers using 
ATMs but also increased the fraudulent practices The studies 
recommended many solutions for customers in order to re-
duce ATMs fraud in the country one of these solutions was 
using biometrics technology [15],[16],[17]. Ensuring the safety 
and security of customer identity is a substantial nightmare to 
all banks and they have to prevent any frauds, swindling, or 
identity thefts as possible as can [18]. 

W 
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2 BIOMETRICS BACKGROUND 

2.1 Biometrics Technologies  

It would be the perfect implementation for many sectors, such 
as, healthcare industry, educational sector, financial sector and 
governmental sector. Biometrics comes in many forms and 
each form needs its own special portions of hardware and 
software, from the very simple rigorous like fingerprint to the 
highly rigorous like iris and retina [19]. Despite the many ben-
efits due to the use of biometrics technology including accura-
cy, reliability, quality of performance and ease of use, there are 
some disadvantages of privacy and culture and user’s anxiety 
issues have to be taken into consideration [20 ], [21 ]. 

2.2 Iris recognition solution 

In 1936 the Ophthalmologist Frank Burch proposed that the 

iris of the eye can be used to identify and verify the person. By 

1985 the Ophthalmologists Leonard Flom and Aran Safir were 

awarded for their concept that no Iris of two humans is simi-

lar. In 1994, John Dougman was awarded for his "algorithms" 

for the iris. By the year 1995, the Iris prototype was completed 

and tested for implementation [22],[23]. 
 
The Iris is considered the best and most appropriate tech-

niques that can be used in the process of identification and to 

ensure the correctness and accuracy of the data given by the 

customer of what the Iris holds of credibility, high-speed data 

extraction, ease of use of technical equipment in the process of 

scanning, small storage space in the system and the most im-

portant reasons that the Iris cannot be repeated between peo-

ple, even if they were twins, remarkably, the two irises of the 

same person are different [24],[25],[26],[27]. 
 
Generally, the human iris as shows in figure 1, is the only in-

ternal organ that will be remains in a stable form from the first 

day of a person life until death, also, it appears clear and well 

protected from all the factors of life time. It has been a com-

plex and a high stable structure over a person's life and this is 

what makes them unique from one person to another. Nor the 

use of glasses or contact lenses has a little effect on the clarifi-

cation of the iris and thus it does not conflict with the recogni-

tion technology [28]. 

 

Fig. 1. Image of a human Iris showed the structure of the Iris [29]. 
 

Figure 2 shows a real life case issued in 2002 by National 
Geographic channel proved how a girl photographed in an 
Afghanistan in 1984 was found 18 years later and identified 
by her iris. In another word, that is why iris considered the 
best and most appropriate techniques that can be used in 
identification. 
 

Fig. 2. Afghan girl was identified 18 year later by her eye [30]. 

2.3 Limitations 

The nature of Iris technology makes adopting it limited by 
certain measures. There are a set of factors that are defined as 
the main factors influencing the adoption of new technologies. 
These factors are generally categorized by factors influencing 
users, developers, and technology providers [31]. 
On the users' side, there are two users that the system influ-
ences; the customers and the staff. Both users should have a 
level of acceptance to the technology in order to ensure the 
success of the adoption. The main factors influencing user ac-
ceptance are:  

-   Desiring the change: 
 

This factor is derived by the human nature of desiring 
comfort. Unless users realize the importance of change 
and the benefit of adopting the new technology, else it 
will be difficult to adapt Iris technology into the market.  

-   Self-disciplined and a high frustration tolerance: 
 

Even after technology is adopted, the user should have 
a level of discipline in order to maintain the changes, 
and tolerate the difficulties that might occur after the 
technology is adapted. 

 
Developers on the other hand play an important role of allow-
ing the adoption of the Iris technology. If developers were not 
qualified with the required skills to build an Iris-based system 
that aligns with the firms' regulations and strategies, there 
will be a barrier that limits the adoption. Furthermore, the 
firm will need to outsource in order to reach the desired sys-
tem specifications. This will lead to other concerns such as 
increasing development cost. 
 
On the other hand, technology providers also affect the adop-
tion of Iris into the systems. In the case of financial sector, 
banks and government are the core service providers both 
should have a high level of technology understanding, and 
awareness of the benefits that it will bring to the financial sec-
tor, including increasing security level. 
 
Moving from the main players of Iris-based systems, financial 
barrier could form a level of limitation to the adoption of the 
system. The financial sector should design a solid financial 
plan that does not only include development costs, but as well 
and maintenance costs. In order to ensure continues operation 
of the Iris system, these limitations should be studies and tak-
en in consideration. All the limitations could be overcome by 
having a strong plan and strategies that takes all the different 
aspects into consideration. 

2.4 Expectations 

The main expected outcome of adopting Iris technology into 



 

 

the financial sector is increasing the level of security, minimiz-
ing the cost of failure, preventing threats, and overcoming the 
current system vulnerabilities. These advantages can be seen 
in the sectors that have adopted such as the Cairo Amman 
Bank in Jordan. It is reported in The New York Times Maga-
zine, that in 2010, Cairo Amman Bank in Jordan has won 
awards for its outstanding contribution to financial services in 
the Middle East and in recognition as the best bank in Jordan. 
However, the advantages can be seen, and the expectation 
could be based on the experience of financial sectors that al-
ready developed the Iris technology into their system. 

3 RELATED WORK 

The rapid evolution of the technology makes many ways to 

the massive use of it; unfortunately it can be misused for ille-

gal process, such as, swindle or identity theft. In 2011 a study 

conducted in Nigeria by Adeoti illustrates that the growth of 

ATMs in Nigerian banks has not only increased the number of 

customer using ATMs, it has also increased the tendency of 

fraudulent practices by the fraud perpetrators. Therefore, the 

study recommended many solutions for customers in order to 

reduce ATMs fraud in the country one of these solutions us-

ing biometrics technology [15], [32]. 
 
In 2008 Cairo Amman Bank, Jordan had become the pioneer in 

the Arab world to implemented Iris system among their 

branches in Jordan and Palestine, which assist the bank to 

eliminated ATMs fraud and ID thefts. The system improved 

the customer service in banks branches and was ease of use by 

customers and tellers, also, help to protect the customer identi-

fication through a strong and secure authentication procedure, 

enhance customer confidence and security and reduce the 

overcoats of cards and pins [16]. 
 
In the fall of 2003 at the nationwide building society in Wilt-
shire, Swindon they implemented iris system to eliminate the 
need of a card for ATMs, and to reduce the effect of credit 
card theft [17]. 

3 CONCLUSION 

The purpose of this study is to prove the important needs of 

adopting iris recognition technology among all sector, espe-

cially financial sector towards conducting banking transac-

tions in Saudi Arabia, by enhancing the safety and security of 

our identification. The researcher wishes to confirm the im-

portant of adopting iris recognition technology in banks for 

customers' verification to reduce frauds and improve security 

to individual identification for better environment for Saudi 

citizens. 
 
Iris recognition technology can be used to enhance business 

processes since it proved it credibility, reliability, highly accu-

rate performance, stability, ease to use and the comparisons 

are made in few seconds so on [33]. The technology method 

had been already used in identification and authentication 

process in many banks around the global like Jordan and 

Swindon [16], [17]. 
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Mobile learning in the sphere of physical problems 
solving using the semantic structures method 

Tatyana Gnitetskaya, Elena Karnaukhova, Elena Ivanova 

 

Abstract— The article proposes an original way to train skills of solving problems in physics using the method of semantic structures 

developed by T.N. Gnitetskaya withing the framework of the informational model of intra-subject connections. The analysis of a physical 

task is performed in the course of building the structure, which semantic elements are physical concepts, values, laws located on 

subordinate levels and logically related to each other by internal connections. Using this method allows three levels of correction and self-

monitoring of students' work in mobile learning, the only one of which is full-time. The proposed approach to mobile learning in the sphere 

of solving physical problems promotes improvement of analytical skills and students' intellectual level. 

Index Terms— Mobile learning, semantic structures method, information model of intra-subject connections, distant learning, solution of 

problems in physics, analytical thinking, mobile technologies. 

——————————      —————————— 

1 INTRODUCTION                                                                     

ODAY'S information technologies have become an inte-
gral part of learning process. Recently appeared wireless 
technologies have reflected in education as mobile tech-

nologies that are typically implemented in alternative courses. 
Of course, it is easy for students to use wireless devices such 
as Ipads and Iphones, so it started active discussions on their 
use for educational purposes. 

At first glance, the possibilities of mobile and distant learn-
ing are not so different. Indeed, both cases suppose that stu-
dents' independent activity is possible at any convenient place 
and time involving on-line educational resources and back-
ground information. However, it is important that mobile 
learning gives a possibility to correct students' independent 
activity. It involves text-messages - correspondence in the 
"question-answer" mode, and organization of students' free 
access to self-testing. Certainly, the advantages of mobile de-
vices are quality and quick playback of graphic, audio and 
video files. 

Despite the positive aspects of mobile learning, there are 
several disadvantages, the main of which are: 1) perception 
difficulties of the content of lengthy texts and volume formu-
las using mobile devices with small screens ; 2) mobile devices 
fragility that becomes a serious obstacle when combining self- 
learning and everyday activities; 3) mobile devices depend-
ence on power supply devices is significantly perceived when 
playing graphic files, many of which, such as video files, have 
megabit sizes. 

If the second two shortcomings identified above can be re-
moved with the assistance of the relevant technical equipment, 
the first drawback can be leveled only by involving another 
method of educational material representation. 

As it is shown by comparative study conducted in Russia, 
the U.S. and Japan, the most accessible form of educational 
material representation for students from the countries listed 
above is the content of the educational material structured by 
portions, each of which is represented as a diagram [1]. We 
should admit that the scheme is fully reproduced on the 
screen of a mobile device, what is an additional argument in 
favor of this method. 

2. THE STUDY – THE PROBLEMS IN THE FORM OF 

STRUCTURES  

In previous studies we have developed the semantic struc-
tures method based on informational models of an intra-and 
inter-subject connnections [2]. This method is applied to the 
process of independent activity while solving physical prob-
lems. 

Solving physical problems is known to cause difficulties for 
students that study physics. It has logic, because not every 
student has analytical skills that are used when solving physi-
cal problems, and no study of problem solving techniques can 
help here. Physical problems solving, in fact, is a creative pro-
cess of hooking up disparate facts stated in an experimental or 
theoretical problem. There is an idle opinion that distance or 
wireless technologies oriented to students’ individual work 
are easy to be applied in liberal arts, because they require less 
explanation than natural sciences that may not be compre-
hended by self-studying. This is not quite true. It is known fact 
that the content of the training material in natural sciences, 
such as physics, is built step by step according to the principle 
of causality. Fundamental physical laws reflect a cause-and-
effect relation, where the cause expressed by a physical value 
multiplied by the coefficient of proportionality is placed to the 
right side of an equation and the physical quantity associated 
with a conclusion - to the left. Therefore, the content of phys-
ics, as a rule, is built by both deductive (from general to par-
ticular) and inductive (from particular to general) methods. It 
is important that the content has intra-subject connections. 
From this point of view, stating a portion of the physical con-
tent in a physical problem with the help of semantic structure 
of intra-subject connections doesn't contradict to the principle 
of the unity of theoretical and experimental skills and abilities 
to solve physical problems. The performability of this princi-
ple can be measured by two criteria [2]: 

1) сriterion of skills well-formedness and ability to solve 
physical problems by experiment. This criterion represents an 
evaluation of knowledge level of measurement technology 
and instruments, measurement techniques, and skills of using 
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measurement technology and instruments and ability to 
choose a physically grounded method of measuring and con-
duct physical experiments; 

2) сriterion of skills well-formedness and ability to solve 
physical problems in theory. This criterion represents an eval-
uation of skills and ability to analyze in theory physical phe-
nomena, select the basic physical laws, to use mathematical 
methods of solving physical problems. 

In the context of the second criterion there is an example of 
solving a theoretical physical problem, where the analysis of 
the condition is performed in the process of building a deduc-
tive structure, and the problem is solved by building an induc-
tive structure. We chose a rather simple problem from I.E. 
Irodov's collection № 3.202 "Problems in General Physics" 
from "Electrodynamics" section. These problems are given to 
second-year students claiming for the physics major degree 
[3]. Condition of the problem: there is a metal plate placed in a 
parallel way between a plate capacitor’s plates, the thickness 
of the plate is η=0,60 of the distance between the capacitor's 
plates. The capacitor's capacity in the absence of the plate is 
C=20 nF. The capacitor is connected to a dc source U=100V. 
The plate was slowly removed from the capacitor. Find: a) 
capacitor's energy gain; b) mechanical work expended in ex-
tracting the plate. As usual, problem solution is carried out in 
two stages: Stage 1 - analysis of the problem's condition; Stage 
2 - direct solution of the physical problem. 

The first step is the analysis of the problem's conditions, 
when a deductive structure of the conditions is being built. All 
the concepts involved in the problem's condition are written 
out and numbered, the complex concepts are divided into 
their simple components. Then, the written out concepts are 
sequentially drawn up in the form of a semantic structure 
(Figure 1). While the concepts involved in the problem's con-
dition are drawn up on the first (the highest) level of the struc-
ture conditions, the second (the lower) level is filled up with 
the concepts of the second order, which belong to the content 
of the concepts of the first row. And so on, until the content of 
every concept involved in the problem's condition is divided 
into elements. 

 
Fig.1. Semantic structure of the condition of the problem 
 № 3.202 
 
Agreed notations: 1 – capacitor’s plates; 2 - electric field; 3 – 
conductor; 4 – charge; 5 - plate 1; 6 - plate 2; 7 - plate capacitor; 
8 – capacitor; 9 - flat plates; 10 – capacitor’s plate 1; 11 - capaci-
tor’s plate 2; 12 – dielectric; 13 - dielectric conductivity; 14 - 
distance between the plates; 15 - electric field inside the dielec-
tric; 16 - metal plate; 17 – plate; 18 - η = 0,60 of the distance 

between the plates; 19 - capacitor C1; 20 - total capacitor’s ca-
pacity; 21 – voltage; 22 – plate capacitor C capacity; 23 – vacu-
um’s dielectric conductivity; 24 - area of the plate; 25 - distance 
between the plates; 26 - capacitor C2; 27 – IP device. 
 
In our example the content of the first concept of capacitor's 
plates includes the following concepts: plate 1, plate 2, con-
ductor, charge, electric field. A list of the components of the 
concept of capacitor's plates may be increased, for example, 
you can expand the concept of the electric field, but in the 
framework of this task no further specification is required. 

Once the condition structure is built and analysis is finished 
we may proceed to the second stage, namely, to the solution of 
the problem. The solution of the problem is also performed 
with the help of the structure (Figure 2) that is built down-
right. At the top of the structure there is the required in prob-
lem physical value whose connection with the other values is 
determined by the corresponding relation. The correlating 
physical values take the next row below and so on, until a log-
ical chain between the unknown value and the data in the 
problem is built. In general, this structure represents a way of 
problem solution. 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig.2. Semantic structure of problem solution № 3.202 
 

Agreed notations: 1 – work; 2 - energy difference; 3 - energy  
W1; 4 -  energy  W2; 5 – voltage, 6 - capacitor С1 electrocapacity; 
7 – capacitor С2 electrocapacity; 8 – dielectric conductivity; 9 - 
vacuum’s dielectric conductivity;  10 – area; 11 – distance. 
 

The purpose of this method of solving physics problems is 
to teach students to determine by themselves internal connec-
tions of physical values, concepts and laws that promote for-
mation of critical thinking skills and skills of analyzing physi-
cal situations. 

The undeniable advantage of the method is the possibility 
to control and correct student's independent activity in mobile 
learning, the organization of which is a serious problem when 
preforming distance tasks. 

Assignment for independent work is sent to students after 
being prepared by a teacher. It contains: 1) the condition of the 
problem, 2) a list of the concepts included in the content of the 
problem, 3) an unfilled structure of the condition, 4) an un-
filled structure of the solution. The first three are available at 
the website for independent work and students can download 
the assignment to their mobile devices at any time. In this case 



 

 

one should analyze the condition of the problem by filling in 
the structure blanks with physical concepts or values chosen 
from the list. For the majority of students this stage will be 
enough to build the structure of the solution by themselves 
and thus to solve the problem. 

Students who didn't manage to solve the problem may 
compare their condition structure with the correct one on the 
website - so that is how the first level of students' self-
correction is carried out. 

If there are any difficulties after this stage, the student may 
request the structure of the problem solution with blank cells 
from a teacher. That is the second stage of students' self-
correction. 

Finally, the third stage of students' control and self-
correction is performed during the defence of the problems in 
the classroom. The defence requires the structure of solving 
the problem drawn on a paper and the solution itself with the 
necessary mathematical transformations. If necessary, a teach-
er may ask for the structure analysis of the problem's condi-
tions, but, as a rule, it is not required. 

Hence, the proposed method is implemented in three stag-
es of correction and knowledge control, two of which are car-
ried out distantly without teacher's consultation, and this or-
ganization is preferable. 

The small size of the image of the structure makes it possi-
ble to work with it using the limited screen of a mobile device, 
and this fact removes one of the main drawbacks of mobile 
devices usage. 

The method allows to focus on the student's individual in-
telligence level, it excludes algorithmization in performing 
distance work. In circumstances where mobile learning is lim-
ited it promotes development of student's creative approach to 
problem solving and skill of taking non-standard decisions. 
What is very important today to organize while preparing 
students studying natural sciences. 

In the age of searching for new types of fuel, new technolo-
gies of environment refinement and other strategic problems, 
we face the need of new specialists with a high knowledge 
level in natural sciences who will be able to analyze the prob-
lem, set goals and develop an optimal strategy for achieving it. 
So any new directions in natural sciences including mobile 
technology are possible, but they must match the current 
needs of the society and be science-based. 
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The effect of the seeding power on RSOA-based 
colorless ONU performance in FTTH-PON 

Mohammad Syuhaimi Ab-Rahman, Farhat M. Shaltami 

 

Abstract— In this paper, the limitations of the RSOA-based colorless ONU in FTTH-PON are investigated and observed. First of all, the architecture of 

the colorless receiver used is described. Then, the relationship between the input power and the output power  of RSOA is explained, while the RSOA is 
an important element in colorless schemes as a light source. After that, this paper will explain the effects of the relationship between input power and 
output power of RSOA on the upstream performance. It is clear from the simulation results  that the seeding power must be high to saturate the RSOA 
and to make upstream performance better.  

 

Index Terms—  colorless ONU, Fiber to the home, passive optical network, semiconductor optical amplifier.  
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1 INTRODUCTION                                                                     

During the last three decades, colorless optical network units 
(ONU) have been developed and studied. Optical network unit 
(ONU) does not depend on a particular wavelength in the net-
work. This property gives the network flexibility in operation 
and maintenance. Besides flexibility, colorless is a cost solution, 
hence every ONU has the same equipments and mass produc-
tion is possible. The mass production decreases the cost of the 
unit which makes it cost effective. There are many studies on 
colorless schemes to make it more efficient [1] .  

 
In the most common architecture in colorless technique, the 
OLT sends the downstream wavelength, in the same time sends 
the upstream wavelength supply to the ONU, which called 
seeding light. The ONU receives these wavelengths and divides 
them by WDM to demodulate the downstream data and modu-
late the upstream data. In the ONU side, there are two stages 
which the seeding light goes through: (i) amplification and (ii) 
modulation. Reflective semiconductor optical amplifiers 
(RSOA) can be the amplifier, which can be considered as the 
light source of the ONU, and the modulator is electro-
absorption modulator (EAM) [2-3].  
In this paper, we study the effect of the seeding  light power on 
the upstream performance. The rest of the paper will be orga-
nized as follows: The second section in this paper will investi-
gate and report some characteristics of RSOA, while the RSOA 
is an important element in colorless schemes as a light source. 
After that, this paper explains the effects of these characteristics 
of RSOA on the upstream performance 
 
2    COLORLESS FTTH-PON 
Usually, RSOA is also used as a modulator. RSOA can transmit 
up to 2.5 Gbps, This data rate is suitable for 1Gbps channels. 
However, 10G EPON requires a higher bit rate, which RSOA 

cannot transmit [1]. Therefore, an external modulator is added 
to the upstream transmitter, to fulfill the requirements of 
IEEE802.3av standard. Figure 1. shows the Tree topology of 
EPON. 

 
Figure 1. EPON Tree topology 

When this technique is used in power-splitter-based-FTTH-
PON, the upstream will be very dependent on the downstream 
situation, because the seeding light will be divided in term of 
power, which makes the received seeding  light to the RSOA 
too low. In this case, RSOA will not be saturated. This will cause 
two main issues; the first is the increasing of the noise power 
generated by the RSOA, which makes the OSNR very low.  
 

 

Figure 2 Colorless ONU  
The second issue is the dependency of the output power of the 
RSOA on the downstream status.  The goal of this work is to 
these issues and study FTTH-PON performance (BER) when 
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colorless ONU is implemented.  
 
3   SIMULATION RESULTS AND DISCUSSION  
The effect of the input power on the performance of the RSOA 
is explained in this section.  Figure 3 shows the relationship be-
tween input power and output power of RSOA when the bias 
current is 130mA, 100mA and 80mA. The RSOA becomes satu-
rated when the input power is more than -15dBm. Less than -
15dBm input power, the relationship between the input power 
and the output power behaves almost as a linear relationship. 

 
Figure 3 relationship between input power and output power of 

RSOA 
 
In RSOA-based colorless ONU, upstream performance is de-
pendent on the seeding power comes from OLT.  
 

 
Figure 4. The effect of the seeding power on upstream perfor-

mance. 
 
Figure 4.  shows the effect of the seeding power on the BER per-
formance for the upstream data. It is clear that the performance 
is better when the seeding power in higher. That is a result of 
the saturation of the RSOA. When the RSOA become saturated, 
the amplified spontaneous emitting power (ASE) will decrease 
[4]. This improves the optical signal to noise ratio (OSNR). In 
case of low seeding power, the ASE increases and the signal 
power is not in a sufficient level, which makes the OSNR very 
low and reduce the performance of the upstream.  
To guarantee good performance, the seeding light power 
should be high enough to saturate the RSOA. In case of increas-
ing splitting ratio to increase customers, the seeding power sent 

from OLT must be pre-amplified.  
 
4   CONCLUSION  
 As a conclusion, the limitations of the RSOA-based colorless 
ONU in FTTH-PON are caused by the effect of the low seeding 
light power. When the seeding power is low, the RSOA will not 
be saturated. In this case, ASE power will increase and makes 
the OSNR worse. To guarantee good  performance, the seeding 
light power should be high enough to saturate the RSOA. 
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Abstract— The aim of this paper is to explore how tablet technology will eventually transform our education system by heightening both 

student and teacher engagement in a variety of learning contexts.  We expect to discern from our research the positive impact that Tablet 

PCs will have on learning, although the use of this technology is not yet widespread.  Preliminary findings clearly demonstrate that 

exploration by students and teachers alike will be greatly facilitated by using this newest technological innovation. Functionality, cost-

effectiveness, and ease of operation of tablet-based technology are also additional factors to be considered when considering the 

incorporation of tablets into the classroom or workplace. 

Index Terms— Tablet, m-learning, learning technology, computer in education 

——————————      —————————— 

1 INTRODUCTION                                                                     

RINTED textbooks are some of the conventional learning 
tools used by both students and teachers in many educa-
tional institutions in the world. However, the era for text-

books may slowly be ending thanks to technology innovations 
and advancements. According to Gimbert and Cristol in [1], 
technology is quickly becoming an integral learning tool for 
promoting, linguistic, social and cognitive development of 
learners. Today, the question is not whether or to what extent 
we should use technology in classrooms, but rather how should 
we use it. With innovations being borne everyday each having 
greater potential to improve the learning process than its prede-
cessor, the application of technology in classrooms presents 
educators with many ongoing challenges. Nevertheless, the 
benefits of technology to both teachers and learners are appar-
ent and the only thing to do is carefully plan out its role in the 
curriculum [2]. Our current education system is dealing with 
like most agencies in a down economy crippling budget con-
straints.  Like these other organizations our schools are finding 
themselves having to do more with less people, less supplies, 
less help for our students.  With tablet computers, we will not 
only be delivering the most up-to-date information for our stu-
dents, we will be doing it at a reduced cost.  

 
There are many uses for these efficient cost-effective devices.  

For example, tablets may be utilized in the classroom (along 
with a projector) as an electronic blackboard. As such, they have 
numerous functions including the display of supply and de-
mand curves, drawings of the human body, musical scores, 
electronic circuit diagrams, and even mathematical expressions 
(e.g., summation and integral signs) [3-4].  Also text (in any lan-
guage's alphabet) may be captured and displayed. The tablet 
computer exhibits a wide range of colors and widths of “ink”, 
and allows for an unlimited number of pages on which to write, 

without the need for erasing [5-6]. Students benefit greatly by 
creating class notes on the tablet, which may then be saved and 
posted to the Web, where other students can easily retrieve and 
view them using freely available software (tablets not required). 
There are instructional opportunities outside of the classroom as 
well. For example, tablets have the potential to be used for elec-
tronic grading; assignments may be emailed to faculty or 
dropped off in digital drop boxes whereupon faculty members 
may write their comments on the work and return it to the stu-
dents the same way. Not surprisingly, there have been some 
initial reports of faculty use of tablets in the classroom. For in-
stance, Wassgren and Krousgrill in [7] used a tablet-based sys-
tem to record their pen-annotated, PowerPoint lectures in class 
for future storage and dissemination via the Web.  Anderson in 
[8] also describes the use of a similar system. In this application, 
one faculty member, responding to the increased practicality 
said, “Being able to diagram and spontaneously work examples 
instead of having to use a pre-scripted PowerPoint slide deck—
felt like teaching a real class.” 

2 THE TABLET’S IMPACT ON LEARNING 

Bilen, et al. in [9] reports their findings on the evaluation of 
Tablet PC technology use and its' impact on learning across a 
variety of undergraduate and graduate classes from four tech-
nology and engineering disciplines at  Pennsylvania State 
University. They measured the process using an assessment 
model measures to carry the task to the technology used and 
incorporates social learning theories. This dual approach al-
lows us to evaluate a wide range of variables such as how the 
tablet's characteristics influence users, its' versatility in the 
classroom and the role social influence (e.g., classmates, team 
members) plays in the extent to which the Tablet PC is used.  
Perhaps most important is the tablet's impact on students’ 
learning. Early results from one undergraduate engineering 
course and one graduate technology course show that approx-
imately 65% of students in a design-oriented course found that 
Tablet PC use enhanced their learning experience, while only 
35% of students in a non-design-oriented course thought so. In 
both courses, nearly 50% of students found their classmates 
were helpful in instructing them on how to use the Tablet PC. 

P 
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Preliminary regression results show that the level of task–
technology fit seems to positively influence students’ use of 
the Tablet PC and that social influence positively affects stu-
dents’ learning gain as the result of Tablet PC use. 
 

Koile and Singer in [10] describes a strictly controlled study 
of the impact that Classroom Learning Partner, a Tablet-PC-
based classroom interaction system, had on student perfor-
mance. The goal of their study was to test the hypothesis that 
the use of such a system improves student learning, especially 
among the poorest performing students. They also describe the 
validation of that hypothesis, and the controls, performance 
metric, and assessment methodology that were developed in 
the course of their needs. 

 
El-Gayar, Moran and Hawkes  in [11] develops and empiri-

cally tests a factor model for understanding college students’ 
acceptance of Tablet PC (TPC) as a means to forecast, explain, 
and improve their usage pattern in education. The analysis in-
volved more than 230 students from a regional Midwestern 
institution. Overall, the proposed model exhibited a good fit 
with the data and provided a satisfactory explanation for stu-
dents’ acceptance of TPC in an educational setting. Analysis of 
the results suggests a number of implications for educational 
institutions. Most notably among these is the need for pro-
grams aimed at influencing students’ attitudes toward and 
perceptions of tablet-based technology. It is highly probable 
that the creation of such programs will not only enhance the 
image of the tablet on campus, but also promote the wide-
spread use of TPC. 

3 METHOD 

To gather comprehensive insights about how tablets are used, 
we employed a variety of research methods including written 
diaries and contextual inquiry observations. We selected re-
search methods to help us understand different aspects of tablet 
usage and triangulate varying insights, while the diaries permit-
ted us to collect a large amount of self-reported data over a 
longer period of time. 
 
3.1 Sample 
A total of 30 participants were recruited from two locations in 
Saudi Arabia: Jeddah and Abha. This allowed us to draw partic-
ipants from urban, suburban, and rural areas. Participants were 
recruited according to a number of criteria including gender, 
age, education, occupation, family situation, commuting habits, 
length of tablet ownership, and characteristics of their tablet. 
These criteria were guided by previous research by Fischer  [12], 
to target a sample of participants that was as representative of 
the current Malaysian population of tablet users as possible. 
Participants comprised 30 individuals who took part in the dia-
ry study of which 80% (24) were women and 20% (6) were men. 
They ranged in age from 18 to 70, with the following distribu-
tion across the different age ranges: 18-23 (13%), 24-30 (27%), 31-
40 (40%), 41-70 (20%). All participants owned a tablet: 84% 
owned an Apple iPad and 16%  owned an Android-based tab-
let. For 39%  of those users, the tablet they used during the time 
of the study was the first tablet they had ever owned. At the 
time of the study, while 43% of all those surveyed were still new 

to using their tablet PCs (ownership of less than three months), 
18%  had possessed their tablet for more than three months. To 
gain further insights into tablet usage, we conducted contextual 
information sessions with four of the study participants. 
 
 
3.2 Diary study methodology 
To uncover all of the activities carried out on tablets, partici-
pants were asked to complete a written diary entry whenever 
they used their tablet over the two-week study period. We used 
Google Forms to collect written diary entries, accessible to the 
participants through the browser of their desktop computers. 
The diary questions were designed to capture details about each 
activity, including an explanation of the activity itself, the time 
and length of the activity, the context in which that activity was 
conducted (e.g. location, secondary activity, other people), as 
well as information about transitions to and from other con-
nected devices or the real world. The diary questions included a 
set of open-ended as well as several closed-ended questions. 
Researchers periodically called on participants to verify their 
involvement, reminding them to complete the question set eve-
ry time they used their tablets. The latter were not able to re-
view their previous diary submissions. A major limitation of 
this diary study research method is the self-reported nature of 
the data gathering technique. For example, participants may 
forget to record some activities, resulting in under-reported 
activity frequencies. Overall, though, the diary study methodol-
ogy allowed us to collect in-depth information about each in-
stance of tablet usage, when it occurred naturally, without us 
having to be present for observation. 
 
3.3 Personal Interviews 

To broaden our understanding of the function of the tablet in 
the participants’ lives, we also interviewed several individuals. 
We wanted to understand how it is used alongside other devic-
es they own, learn about and observe the context in which they 
are using the tablet, and follow up with questions about specific 
use cases described in their diary entries. Each interview lasted 
10 minutes, and we used a semi-structured guide in the inter-
view process. Contextual Inquiry was essential both when we 
reviewed the diary submissions and when we conducted the 
follow-up interviews. As researchers, we identified areas in 
which we would be able to collect more in-depth data, thus al-
lowing for unique insights. 
 

After the initial interviews, researchers followed up with 
four participants previously interviewed.  There were three con-
textual inquiries lasting 10 minutes each. During each inquiry, 
we observed our subjects’ activities, recorded their interactions 
with the tablet and other devices, and periodically asked fol-
low-up questions for clarification. The activities that we ob-
served included looking up recipes and cooking, family use 
before, during and after dinner, and productivity tasks in a 
workplace environment. 
 

3.4 Most Frequent Tablet Activities 
Across all reports of tablet use, the most frequent activities were 
found to be: Checking emails (with light responding), playing 
games, social networking, searching for information, listening 
to music, shopping (browsing and purchasing), reading a book, 



 

 

checking the weather, and watching movies. These results are 
similar to those in a Nielsen report which found that email, so-
cial networking, and watching videos were the top three activi-
ties, although we found that playing games, information-
seeking, and listening to music were more common than watch-
ing videos. It is important to discern whether the reported tablet 
activities are common among all participants, or if they can be 
accounted for by just a few participants' more frequent en-
gagement. To determine this, we divided the activities into four 
distinct groups: Activities reported 1) by few participants with 
low frequency, 2) by few participants with high frequency, 3) by 
a high number of participants with low frequency, and 4) by a 
high number of participants with high frequency. Clearly, email 
checking, playing games, social networking, looking up infor-
mation, and watching videos are distinct among activities, as 
they are common to all participants and represent activities that 
are done frequently. 

4. OVERALL RESULTS OF OUR RESEARCH 

Once the research was completed, we had collected 120 written 
diary entries, 11 detailed participant profile write-ups from the 
field visits, and observations from five contextual inquiries. We 
conducted the analysis in two stages: 1) quantitative analysis of 
the written diaries; and 2) triangulation of insights to develop a 
set of conclusions. 
 

Over a two-week period, our participants reported 120 inci-
dences of tablet use, with an average of 4 incidences per par-
ticipant. 

 
These numbers clearly indicate a range in the number of 

tablet uses reported by each participant since 80% of all diary 
entries were submitted by only12 out of the 30 participants. It 
is important to note that due to limitations of the diary study 
approach, it is unlikely that these numbers reflect the exact vol-
ume of actual tablet use, but rather a lower-range estimate.  We 
coded all open-ended responses to diary questions using a bot-
tom-up approach; similar activities were grouped and then 
turned into frequency distributions. Finally, we reviewed the 
diary study analysis to triangulate its' findings.  This analysis 
resulted in a set of insights about the overall distribution of tab-
let activities and correlations of tablet activities to contextual 
factors. 

5. CONCLUSION 

During the course of this paper, we have explored the diverse 
uses of tablet technology in both the classroom and the work-
place. We have seen that the tablet's versatility, functionality 
and ease of usage not only enhance learner engagement, but 
also greatly facilitate the learning process itself.  Research 
methods such as diary studies and personal interviews also 
proved essential in collecting in-depth information about tab-
let usage, and personal interviews we conducted allowed us to 
gather unique insights into the potential benefits of Tablet 
PCs.  Delivering up-to-date information in an interesting way 
at a reduced cost is the implicit mandate of tablet-based tech-
nology. Unfortunately while it is true that Tablet PCs are be-
ginning to revolutionize learning for students and learners 

worldwide, it is evident from our research that their usage is 
still very limited among Saudi Arabian students.  This paper, 
then, should serve as the impetus for exploring the reasons 
behind this limited use of such a life-changing technology. 
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Abstract— E-learning is the use of technology to enable people to learn anytime and anywhere. The use of latest learning technology in e-

learning comprises all forms of electronically supported learning and teaching. The information and communication systems, 

whether networked learning or not, serve as specific media to implement the learning process. In this paper we introduce the current status 

of the technology use in e-learning by looking at different e-learning technologies and briefly discuss its effects in learning. It then explains 

five related studies that addressed the impact from using a definite technology in e-learning. We aim to acknowledge the current status o 

using technology in e-learning. 

Index Terms—ICT, e-learning, technology, LMS 

——————————      —————————— 

1 INTRODUCTION                                                                     

HE current issues in teaching programming language 
among university students have discussed by different 
researchers as the need to provide an alternative support 

to help those students interact with learning content. Such 
aspect comes under the classification of blended learning 
which refers to the various teaching strategies, which focus on 
understanding how the user interacts with the computer dur-
ing a particular task, and how the computer fits into the 
scheme of the user’s total job or environment (the system) [1].  

 
From the other hands, the wide perspective of presenting 

learning contents in e-learning among learners has addressed 
and specified the main problem of these presentation tech-
niques over the Web that e-learners may be operating during 
the teaching process [2]. Online learning applications designed 
and developed by following a certain strategy for processing 
and displaying user queries are accessible on the Internet. 
Nevertheless, most of learners find their self not familiar with 
the unlimited pedagogical representations, and this may affect 
their way of understanding and interacting with the content, 
especially in teaching programming language which demands 
different learning and design requirements. In addition, in-
structional designers of e-learning environments need to take 
into account the various patterns for providing users with the 
desired representation to teach programming language. Fur-
thermore, the query process also depends on the way 
knowledge is represented. 

 
This leads to the need to carry out an evaluation and adop-

tion of teaching associated methods among learners. The im-
portance of adaptation in teaching plays a significant role in 
the utilization of technology during learning. In e-learning 
environments, there are primarily two types of adaptations: a) 

to client device, and b) to client activity [3].  
 
An alteration to learner behaviour means that the learning 

environment should fit the learner’s assumptions. For that, 
learners usually face difficulties in understanding the learning 
materials, which cause them to search for alternate ways to 
access and represent knowledge so that they can browse 
through content that fits their needs. In other words, learning 
environment-based-technology should fit different learners 
and learning styles [4]. 

2. LITERATURE 

Abdullah, Sufian and Nantha in [5] investigated the problems 
of learning programming subjects. They also explorerd the 
various attempts made to solve teaching and learning prob-
lems. They propsoed the use of virtual pair programming 
(VPP), which was used to provide a synchronous mode of col-
laboration between learners. They studied the effectiveness of 
asynchronous VPP in the learning of object-oriented pro-
gramming among students at Open University Malaysia 
(OUM). They found that most of the learners have given posi-
tive feedback, indicating that they are happy with the use of 
asynchronous VPP.  

 
Hadjerrouit in [6] introduced the effects of blended learning 

tools in helping learners to understand the new programming 
language. He addressed the current issues faced by learners 
from using the face-to-face learning with information technol-
ogies that found to be lacked in providing an effective teach-
ing and efficient solutions for learning. Thus, he referred in his 
study different learning theory and pedagogical strategies. 
After reviewing these theories and strategies, he found that 
there is still a need for design-based research approach to 
blending learning through successive cycles of experimenta-
tions, where the shortcomings of each cycle are identified, re-
designed, and reevaluated. He also used blended learning 
model in Java programming at the introductory level. It pre-
sents the design, application, and evaluation of the approach 
and its implications for the learning of introductory computer 
programming. 
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Zin, Othman and Yue in [7] focused on content for e-

learning based on embedding pedagogical aspect in learning 
activities and processing. Zin and others presented features of 
learning activity in an e-learning system called Learning Ac-
tivities E-Learning Management System (LAE-LMS) based on 
level of processing in Instructional Management Systems 
Global Learning Consortium Learning Design (IMS LD) Con-
ceptual Model. This system allows teacher to plan, manage 
and monitor learning activities, while students carry out the 
activities. LAE-LMS consists of five modules: registration 
module, synopsis module, authoring module, monitoring 
module and learner module. Acceptance testing showed that 
teachers and learners have high positive perception on securi-
ty, suitability, accurateness and satisfaction of the features of 
LAE-LMS. 

 
Zhong in [8] intended to determine how a definite strutual 

representation of learning contents in e-learning based peda-
gogical strategies helps students develop better understanding 
of contetn classification. The students were asked to examine 
the pedagogical strategies employed by different teachers in 5 
primary classes. The findings indicated that integrated use of 
multimedia resources, teacher scaffolding and provocative 
questions focusing on classification criteria, as well as stu-
dents’ collaborative learning have impacted on students’ 
learning that could enhance students’ understanding of ani-
mal classification. 

 
Srimathi and Srivatsa in [9] described the benefits of e-

learning systems among university students as 1) delivering 
and managing educational elements through Web-based ap-
plications, creating a useful learning environment; and 2) 
customising information in an educational environment 
while allowing control over learning. Srimathi and 
Srivatsa aimed to design an interactive learning applica-
tion with simple context objects using the power of e-
learning principles. The feasibility study used the derived 
Instructional Design Template for further incorporation 
with the Sharable Content Object Reference Model 
(SCORM) model. The usage of SCORM principles helped 
to enhance the quality of representation of e-learning con-
tent.  

 
Stary and Totter in [10] assessed the examination pro-

cess to provide learners with the capability to control the 
selection and presentation of content, as well as the learn-
ing process, according to their needs, learning styles and 
preferences. They employed two e-learning design theo-
ries, both strengthening learner self-control, but developed on 
different grounds and following different patterns. It was re-
ported that both approaches revealed several types of learner 
control to be helpful in self-managed learning. 

 
Another study highlighted the representation learning con-

tents in a number of virtual learning environments (VLEs) 
that were used specifically in educational fields as demon-
strated by [11] the importance of VLEs as a learning method; 
such VLEs depend on the integration of ICT components into 
a formal representation of learning contents. Meanwhile, the 

study examined the suitability of presenting the textbook con-
tents over VLE in higher education, along with traditional lec-
tures, in a professional safety engineering course. Figure 2.7 
shows the proposed VLE Virtu learning structure. 

 
A study conducted by [12] deployed agents through the e-

learning environment. They aimed to enable numerous users 
to coordinate collectively and intelligently with the proposed 
learning environment. The development of the e-learning sys-
tem involved the interaction of users with the system, adopt-
ing an artificial agent combination. The system structure was 
geared towards working within actual Internet/intranet set-
tings. The conceptual structure was classified into three parts: 
characteristic learning space, collaborative space and coopera-
tive space. The system was combined with the agent-based 
approach as a suitable solution to assess these elements. Final-
ly, Harbouche and Djoudi used a certain methodology to de-
sign the agent-based approach.  

 
Latif, Hassan and Hasan in [13] developed an effec-

tive interaction protocol requirement for automating docu-
ment downloading and notification in an e-learning system. 
They presented three main agents in system development: the 
e-learning agent, lecturer agent and student agent. The proto-
col was characterised using ISLANDER editor as the graphical 
authentication, which aims to monitor the correctness of the 
fundamental interaction protocol using the Electronic Institu-
tion (EI) approach. However, the protocol focused on one-to-
one agent interaction through identifying learners’ relations 
with the content. The e-learning performance structure is 
shown below.  

 

 

 
3. CONCLUSION 
This study showed the different implication of various learn-
ing tools in e-learning. The study emphasized the ability of 
conducting online learning on the current technological status. 
Finally we distinguished between these implications by com-
paring different studies conducted based on the use of tech-
nology in learning. 
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Synthesis and Characterization of Silver Oxide 
Nanoparticles by a Novel Method  

Ng Law Yong, Akil Ahmad, Abdul Wahab Mohammad 

 

Abstract— Silver oxide (Ag2O) nanoparticles were synthesized through a simple chemical method using silver nitrate (AgNO3) in the 

presence of polyethylene glycol (PEG) as reducing agent. In current study, synthesis process by maintaining the solution pH using sodium 

hydroxide (NaOH) solution was investigated and compared. Zetasizer Nano series, X-ray diffraction (XRD) analysis, and Fourier transform 

infrared spectroscopy (FT-IR) studies were performed to confirm the size distribution measurement, chemical compound composition, 

crystallographic structure and functional group corresponding to Ag-O. Silver nanoparticles synthesized in the form of silver oxide were 

confirmed by the XRD study. 

Index Terms— Fourier transform infrared spectroscopy, Nanoparticles, Polyethylene glycol, Silver oxide, Size distribution, Crystallographic 

study, X-ray diffraction analysis 

——————————      —————————— 

1 INTRODUCTION                                                                     

N recent years, nano-sized metal particles have got much 
attention due to its unique optical, electrical and magnetic 
properties, which depends on the size and shape of the par-

ticle. Silver oxide (Ag2O) nanoparticles is a well-known mate-
rial having vast applications in the field of oxidation catalysis 
[1, 2], sensors [3], fuel cells [4], photovoltaic cells [5], all-optical 
switching devices, optical data storage systems [6] and as a 
diagnostic biological probes [7]. 

Many physical and chemical properties including lumines-
cence, conductivity, and catalytic activity depend upon the 
size of nanoscale materials. The most common and simplest 
bulk-solution synthetic method that has been used for the 
preparation of metal nanoparticles is chemical reduction of 
metal salts. For the synthesis of nanoparticles we generally use 
the soluble metal salt, a reducing agent, and a stabilizing agent 
(caps the particle and prevents further growth of the particle 
or aggregation). 

It was, therefore, thought worthwhile to prepare Ag2O na-
noparticles for its various applications through simple chemi-
cal modification using polyethylene glycol (PEG), sodium hy-
droxide (NaOH) and silver nitrate (AgNO3).  

 

2 MATERIALS AND METHODS 

The silver oxide (Ag2O) particles were produced using 
starting materials such as polyethylene glycol (PEG) of molec-
ular weight 6000 (supplied by Sigma-Aldrich), silver nitrate 
(AgNO3) salt (supplied by Sigma-Aldrich) and sodium hy-

droxide (NaOH) pellets (supplied by Merck). All of the chemi-
cals were of analytical grades and used without further purifi-
cation. Reverse osmosis (RO) water used throughout the ex-

periment for solution preparation, cleaning purposes or other 
usages were produced using Millipore RiOs 3 water purifica-
tion system. 

 

2.1 Synthesis of Silver Oxide Particles 

In current study, wet chemical route was employed for the 
silver oxide particle synthesis. This study had conducted and 
compared two different routes of silver oxide particle synthe-
sis. In the Route 1, the pH of the solution mixture was not con-
trolled or adjusted. The pH of the solution mixture was al-
lowed to change accordingly after the reaction took place. In 
the Route 2, the pH of the solution mixture was fixed at the 
range of pH 9.8 to pH 10. Addition of the NaOH solution was 
employed to maintain the solution pH until the completion of 
the reaction. Some of the details of the Route 1 and Route 2 
were further discussed in the following sections. 

 

2.1.1 Route 1 

20 g of the PEG was dissolved in 1 liter of the RO water before 
being heated up to 50 degree Celsius. The solution was al-
lowed to be stirred for another 1 hour to ensure all the PEG 
was completely dissolved to form a homogeneous solution. 
Aqueous PEG solution obtained was then filtered to remove 
impurities, if any. Silver nitrate solution prepared using 0.5 g 
of silver nitrate salt was added into the PEG solution prepared 
under a constant stirring rate and at constant temperature of 
50 degree Celsius. pH of the solution was not controlled. The 
solution was continuously stirred for 1 hour to complete the 
chemical reactions. After the formation of the particles, the 
solution was filtered through the filter paper to separate the 
particles from the mother solution. Particles obtained were 
rinsed with RO water several times before it was rinsed again 
using ethanol. The particles were dried in oven at 60 degree 
Celsius for overnight. 

 

2.1.2 Route 2 

All the steps employed in the Route 2 were similar to that of 
Route 1, except where the addition of the silver nitrate solu-
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tion was followed by the pH adjustment. The solution mixture 
pH was set at pH 9.8 to 10 throughout the reaction process. 
During the pH adjustment, NaOH solution of 0.1 M was slow-
ly added into the solution mixture when the solution pH was 
reducing. 

 

2.2 X-ray Diffraction Analysis 

The particles formed from both Route 1 and Route 2 was char-
acterized using X-ray diffraction analysis. BrukerD8 Advance 
X-ray diffractometer, Germany, was employed to provide X-
ray diffraction patterns of the particles. 
 

2.3 Size Distribution Analysis 

Zetasizer Nano series was used for the size distribution meas-
urement. Water has been used as dilution medium and polar 
dispersant in the measurement of particle size distribution. 
Refractive index of water was set as 1.330 with the viscosity 
0.8872 cP. Temperature of the measurement was conducted at 
25 0C.  
 

2.4 Fourier Transform Infrared (FTIR) Spectroscopy 

Nicolet 6700 FTIR spectrometer (Thermo Fisher Scientific Inc., 
MA) with a DTGS KBr detector and a KBr beam splitter was 
used for FTIR analysis. All spectra were obtained from 32 
scans at a 4.00 cm-1 resolution with wave numbers ranging 
from 400 to 4000 cm-1 and with an optical velocity of 0.6329. 
 

3 RESULTS AND DISCUSSION 

During the preparation of the silver oxide particles, the pH of 
the solution was monitored continuously. However, in the 
Route 1 method, no adjustment of the solution pH will be 
conducted. In the Route 2 method, NaOH solution will be in-
troduced into the solution mixture to keep the solution pH at 
the range of pH 9.8 to pH 10. In both methods, the solution 
will change from yellowish to brownish colour to indicate that 
the chemical reaction took place in the solution mixture (Fig-
ure 1 (a) and Figure 1 (b)). After the completion of the chemi-
cal reaction which took place slowly, brownish black precipi-
tates of silver oxide particles were observed to be formed in 
the solution mixture (Figure 1 (c)). The proposed chemical 
reaction according to reported study [8] was represented by 
the chemical equation below: 
 
2Ag+ + 2OH- → Ag2O + H2O    (1) 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
           (a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
           (b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
           (c) 
Figure 1. (a) Yellowish solution of the solution mixture at ini-
tial stage (b) brownish solution of the solution mixture at in-
termediate stage and (c) brownish-black silver oxide particles 
formed at the final stage of the chemical reaction. 
 
 
 



 

 

3.1 X-ray Diffraction Analysis 

According to the Figure 2, Route 1 method was less efficient to 
produce high purity of silver oxide. It consisted of other com-
pound such as silver carbonate. This could be explained by the 
low concentration of hydroxide ions in the solution. The con-
version of the silver ions into silver oxide was less effective in 
comparison to Route 2 method. However, Route 2 method 
was successful to produce high purity of silver oxide particles 
with high crystallinity. By referring to the reported case study 
[9], formation of metallic silver particles crystallized in the face 
centered cubic (fcc) structure would produce the XRD pattern 
which is similar to the XRD pattern produced through Route 
2. Maintaining the solution pH at high alkalinity such as pH 
9.8 to pH 10, high concentration of hydroxide ions can con-
tribute to more silver oxide particles formation. Using the 
Scherrer formula D = nλ/βcosθ, where D is the crystallite size, 
n is a constant (=0.9 assuming that the particles are spherical), 
λ is the wavelength of the X-ray radiation, β is the line width 
(obtained after correction for the instrumental broadening) 
and θ is the angle of diffraction we have calculated the crystal-
lite size of the Ag2O particles. The average particle size ob-
tained from XRD data is found to be about 37.90 nm. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. XRD patterns obtained for both Route 1 and Route 2 
method. 
 

3.2 Size Distribution Analysis 

Size distribution analysis using silver oxide particles verified 
that the averaged size produced using Route 1 were 1411 nm. 
However, particles with smaller averaged size distribution 
were produced using Route 2, which was 319.6 nm. Particle 
sizes are normally affected by various factors such as solution 
pH, stirring speed, and the present of stabilizer. In Route 1, 
large particle sizes were obtained and these could be reasoned 
with its low pH after the addition of the reactant. Route 2 pro-
duced much smaller-sized particles as the pH was maintained 
around pH 9.8 to 10. However, the occurrence of particle ag-
glomeration which can hardly avoided using mechanical stir-
ring caused the final obtained particles to have sizes at around 
319.6 nm. This issue has to be overcome in the near future by 

controlling the stirring speed, temperature of the mixture, and 
the presence of stabilizer. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Particle size distribution for both particles produced 
using Route 1 and Route 2 
 

3.3 Fourier Transform Infrared Spectroscopy (FT-IR) 
Study 

As shown in Fig. 4, the intense peak appeared in the range of 
513 cm-1 which correspond to the stretching vibration of Ag-O 
group. This further verified the compound as silver oxide par-
ticles in addition to the XRD analysis conducted. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 4. FT-IR spectra of Ag2O nanoparticles. 
 

4 CONCLUSION 

In this article, we have successfully synthesized the silver ox-
ide nanoparticles through a simple chemical route. X-ray dif-
fraction analysis reveals that the crystallite size of the Ag2O 
particles was found to be 37.90 nm. From the FT-IR Study the 



 

 

stretching vibration of Ag-O group was found to be in range 
of 513 cm-1 which confirms the formation of Ag2O particles. 
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CMOS BASED THERMAL ENERGY 
GENERATOR FOR LOW POWER DEVICES 
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Abstract— This paper presents a thermal energy generator (TEG) designed using complementary metal oxide semiconductor (CMOS) 

process which converts thermal energy into electrical power. Energy harvesting techniques provide viable option to improve battery 

performance of low power devices. TEGs are of special interest due to its energy efficient, have no moving part and free maintenance. 

Secondly, thermal energy or heat gradient is an unremitting energy that is abundantly found from various sources such as the sun, 

industrial machines, automotives, mobile systems and human body. The proposed energy harvesting device takes advantage of the 

temperature differences between the hot to cold parts to produce an electrical power and provides a solution for micro-scale electronic 

systems.  A 220 pair of thermopiles made of n-doped and p-doped polysilicon materials are electrically connected in series and thermally 

connected in parallel. Simulation shows that at a temperature gradient of 3 K, the proposed device can produce an output voltage and 

power of 0.29 V and 0.04 mW, respectively. Compatibility of the proposed TEG design with the standard CMOS processes enables to 

realize a novel on-chip power supply capable of powering many low-power wireless sensor networks and devices. 

Index Terms— CMOS based TEG, Thermal energy harvesting, Polysilicon, Seebeck effect, Thermocouple, Thermoelectric generator. 

——————————      —————————— 

1 INTRODUCTION                                                                     

RENDs in current electronic technologies are reduction in 
terms of device sizes but increasing the performances. 
Wireless sensor networks (WSNs) have been utilized in 

various applications ranging from structural monitoring for 
buildings and bridges, homeland security, aircraft engine 
monitoring, agriculture to biomedical applications [1-3]. Fur-
thermore, over the past several years, low power electronic 
technology has become more imperative [4] and are widely 
used in consumer applications such as smartphones, hearing 
aid and cardiac pacemaker. Batteries have so far been em-
ployed as the power source for the devices. However, batteries 
exhibit several disadvantages. The use of batteries limit the 
lifetime of these devices. Power can only be provided over 
finite period of time [5] due to power drain. Replacement and 
recharging of batteries will significantly increase the cost and 
lead to serious environmental pollution [6]. Thus, other possi-
bilities need to be lookout to reduce dependency on batteries. 
A promising solution to this problem is to use energy harvest-
ing technologies. Energy is found in the target environment of 
these devices in several forms such as kinetic, thermal and 
radiation energy. The process of extracting these energies into 
electrical energy is known as energy harvesting, or energy 
scavenging. Negligible maintenance effort [7] is require and 
unlimited power source can be provided using energy har-
vesting technique.    

There are two types of energy harvesters which are macro 
and micro types. Macro-energy harvesters mainly focus to 
reduce carbon emission and for oil dependency. The sun, 
wind, tides and waves are the most suitable energy sources for 
the macro- energy harvesters. Typical power produced by 
macro-energy harvester ranges from kilowatts to megawatts. 
For micro-energy harvester, the ultimate goal is to power up 
wireless sensor networks and wearable devices [8]. Among the 
energy harvesting technologies, TEG is of special interest as a 
micro-energy harvester. TEGs are prevailing, as they are ro-
bust, environmental friendly, have no moving part, compact 
and provide virtually limitless lifetimes [9]. Abundant waste 
heat available in the ambience can be converted into electrical 

energy by using Seebeck effect. With the recent rapid ad-
vancement, the CMOS technology has become the predomi-
nant fabrication technology. With the aid of CMOS technolo-
gy, extreme miniaturization of various sensors and actuators 
has been achieved [10,11]. Furthermore, capabilities of mono-
lithic circuit integration are enhance through CMOS process. 
Thus, realizing a micro-scale TEG device has becomes a signif-
icant research subject in order to scavenge thermal energy that 
is suitable for low-power applications and wearable devices.  

In this paper, the design, modeling and simulation of a mi-
cro-scale TEG, compatible with the CMOS fabrication technol-
ogy is presented. The p-doped and n-doped polysilicon is cho-
sen as the material of the TEG thermopile, as it is available and 
can be monolithically integrated in the normal CMOS manu-
facturing line. The proposed design is simulated to foresee the 
temperature distribution in the structural parts of the TEG. 
The temperature difference predicted in the simulation step is 
used to obtain the output voltage and power.   
 
2 THEORY OF TEG 

The term thermoelectric is literally associated with thermal 
and electrical phenomena. TEG is a solid state device that can 
convert thermal energy from a temperature gradient into elec-
trical energy [12]. Typically, there are three main thermoelec-
tric effects which are Seebeck effect, Peltier effect and Thom-
son effect [13].  

Seebeck power generation or Seebeck effect is a phenome-
non by which an electromotive force or a potential difference 
is produced by a circuit made of two wires of dissimilar mate-
rials when the junctions of the two wires are maintained at 
different temperatures. This phenomenon was discovered by 
T. J. Seebeck in 1821. In 1834, 13 years after Seebeck made his 
discovery, Jean Peltier discovered the reverse process of See-
beck effect –the Peltier effect. He discovered that the passage 
of an electric current through a thermocouple produces heat-
ing and cooling effects depending on the direction of the cur-
rent. The relation between Seebeck effect and Peltier effect was 
later on discovered by W. Thomson in 1855 and is known as 

T 



 

 

Thomson effect. This law relates to the rate of generation of 
reversible heat which results from the passage of a current 
along a portion of a single conductor along which there is a 
temperature difference [14]. 

 
 

A simple electrical circuit of a TEG is shown in Fig. 1. TEG 

device consists of an array of thermoelectric couple (thermo-

couple) composed of two elements: p-type and n-type semi-

conductors that are connected thermally in parallel and elec-

trically in series to form a thermoelectric module. Heat is 

transferred from the hot temperature junction, 
hT at the rate of 

hQ to the cold temperature junction, 
cT  at the rate of

cQ . To 

simplify the theoretical analysis, it is assumed that the contact 

resistance is neglected and all the thermoelectric elements 

have the same length, L  and area, A . Seebeck coefficient, 

thermal conductivity and electrical resistivity are assumed to 

be temperature independent. Furthermore, it also assumed 

that heat transfer only happens due to conduction by thermoe-

lectric elements. The assumptions made above are reasonable 

when the temperature difference between the two junctions is 

small. Heat generations in a TEG are resulted from the Joule 

heating, heat associated with the Seebeck effect and thermal 

conduction. The heat flow at the hot junction can be described 

as 

21
( )

2
h pn h h cQ T I I R K T T                                            (1) 

In a similar way, we can obtain the heat balance equation at 

the junction at temperature, 
cT as  

21
( )

2
c pn h h cQ T I I R K T T       (2) 

where I is the current and K is thermal conductance. As 
heat flows from the hot to the cold junction, free charge carri-
ers (electrons from n-type and holes from p-type) are also 
driven to the cold end. Thus, when an electron conducting (n-
type) leg and hole conducting (p-type) leg are connected, an 
output voltage is produced. 

Output voltage related to Seebeck effect is best described 
with correlation in Eq. (1) 

pnV T        (3) 

where pn  is the relative Seebeck coefficients of the p-type 

and n-type semiconductor elements and T is the tempera-

ture gradient between the hot junction, 
hT  and the cold junc-

tion, 
cT . Output voltage is proportional to the temperature 

gradient and the relative Seebeck coeffiecients. Seebeck coeffi-
cient of a material is also known as thermopower. It is a meas-
ure of the magnitude of an induced thermoelectric voltage in 
response to a temperature difference across the two junctions 
and it is dependent on the molecular structures of the materi-
als and the absolute temperature . 

The Seebeck coefficient of p-type and n-type semiconductor 

elements can be obtained from Eq. (4) and Eq. (5) given below  
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where p and n  are the Seebeck coeffiecient of the p-type 

and the n-type semiconductor respectively, 
Bk is the Boltz-

mann constant, q
 
is the elementary charge, 

iE  and FE  is the 

intrinsic Fermi energy and Fermi energy of the materials used 

and T is the temperature of dopants. 
The performance or the efficiency of a TEG is governed by 

the properties of the thermoelectric material which is repre-
sented by the figure of merit (Z) . The figure of merit of a ma-
terial is given as 

2

Z
k




       (6) 

where   is the Seebeck coefficient ,  is the electrical resis-

tivity and k is the thermal conductivity. To achieve an ade-

quate value of Z, a high Seebeck coefficient with low electrical 
resistivity and low thermal conductivity are indispensable. 

If we considered, the output power is obtained under 
matched load resistance, the maximum output power can be 
expressed as 

2

max
4

V
P

R
       (7) 

where R is the internal resistance of the TEG. Substituting Eq. 
(3) into Eq. (7), the maximum power can be expressed as 
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   If we considered, n- number of thermocouples are connected 
thermally in parallel and electrically in series, Eq. (6) can be 
written as  
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Fig. 1. Schematic of TEG. 



 

 

3 LITERATURE REVIEW 

Many studies have employed Seebeck effect to generate 
electricity from heat gradient. For a macro-scale TEG, Ahmad 
Nazri et al. [15] have designed an energy harvesting device 
based on Seebeck effect. The dimension of this device is 40 
mm x 40 mm x 3.2 mm with a relative Seebeck coefficent of of 
42.36 mV/K and an internal electrical resistance of 0.03 Ω. The 
device is capable to produce 5.5 V to 6 V output voltage at ∆T 
= 80 0F and the output current is measured at 400 to 500 mA. 
Bavel et al. [16] fabricated EEG system using thermoelectric 
fundamental in headband with a total hot plate area of 64 cm2. 
It was designed in ten sections of 1.6 x 4 cm2 each. The TEG 
produced 2 to 2.5 mW of power. Hongyun et al. [17] devel-
oped a hybrid power source consisted of solar cells and TEG. 
Results showed that the open circuit voltage was 0.3 V for a 
device with dimension of 150 mm x 80 mm x 24 mm. 

Micro-scale TEGs have also been reported in literature. 
Ziyang Wang et al. [18] fabricated a TEG chip consisted of 4700 
thermocouples by using micromachining technology. The au-
thors were able to produce 0.25 V open circuit output voltage 
for a 1 K of temperature difference. Open circuit output volt-
age per unit temperature difference per unit area was meas-
ured at 12.5 VK-1cm-2 and the output power was measured at 
0.026 µWK-2cm-2. Till Huesgen et al. [19] fabricated a TEG de-
vice by using combined surface and bulk micromachining 
processes. An output voltage of 9.51 mVK-1 was obtained from 
this device under a temperature gradient of 1 K. Kockmann et 
al, [20] presented a 1 cm2 microstructured TEG with 7500 
thermocouples. Wang et al. [21] modeled a thermoelectric mi-
cro generator based on p-type and n-type Bismuth Telluride 
(Bi2Te3) material by using MEMS technology and achieved a 
Seebeck coefficient of about 260 and -188 µV/K. 

Commercially used materials for TEG is Bi2Te3. Bi2Te3 is a 
promising semiconductor compound, as it provides high 
thermoelectric figure of merit (FOM). However, it is less com-
patible with the standard micromachining techniques and ex-
tra efforts are needed to make it compatible with CMOS pro-
cesses. Thus, it is vital to find the best material, companionable 
with normal CMOS process line. It may be noted that a low 
thermal conductivity, large Seebeck coefficients and low elec-
trical resistivity make a material an excellent choice for a TEG 
device. Doped polysilicon has been utilized as thermoelectric 
material in many reported research works. Polysilicon is able 
to solve the compatibility issue and possesses the aforemen-
tioned characteristics of a suitable material for a TEG.  

Several works related to CMOS TEG based polysilicon ma-
terials have been reported. Jin Xie et al. [22] presented the de-
sign, modeling, fabrication and characterization of a TEG. Ma-
terials used by the authors are phosphorus and boron heavily 
doped polysilicon thin films. The device area was 1 cm2 . At a 
temperature gradient of 5 K, an open circuit voltage of 16.7 V 
and an output power of 1.3 µW, under matched load re-
sistance, were reported. Hsu Kao et al. [23] presented a ther-
moelectric micro generator fabricated by using 0.35 µm CMOS 
process. Experimental results showed an output voltage of 67 
µV at a temperature gradient of 1 K. Yang et al. developed a 
TEG using standard CMOS process [24]. This device was able 
to produce a power factor of 0.0427 µW/cm2 K2 and voltage 
factor of 3.417 V/cm2 K. 

4 DESIGN OF CMOS BASED TEG 
Fig. 2 illustrates the schematic of CMOS TEG design. The 

harvester consists of 220 thermocouples in series. Phosphorus 
and boron doped polysilicon is utilized to create p-type and n-
type semiconductor elements. Thermocouple is arranged on 
the top of the substrate. One junction of the p-type and the n-
type polysilicon legs is coupled to the hot part of the TEG, and 
the other junction of the p-type and the n-type polysilicon legs 
is connected to the cold part. Materials used for the hot plate is 
made from aluminium. Aluminium is utilized to act as heat 
receiving area to conduct heat from the hot part to the cold 
part of TEG. In order to increase the temperature difference 
between the hot and the cold junctions, heat must flow 
through the thermopile from the hot to the cold junction. To 
achieve this, the hot part is isolated from the cold part by us-
ing trenches.   

 

The working principle of the proposed device is based on 
Seebeck effect. All the thermocouples are electrically connect-
ed in series in order to obtain an array of thermocouple ele-
ments. 

TEG is designed to meet the requirements given in Table 1. 
These requirements are decided based on the previous re-
search works and current technology that is available and 
suitable for CMOS harvesters. 

  
Table 1. Requirements for CMOS TEG 

Temperature gradient (∆T) 3 K 

Open Circuit Voltage (Vopen) > 0.5 V 

Load Resistance (Rload) < 1000 Ω 

Output Power (P) ~1 mW 

Current (I) ~ 1 mA 

 
     To meet the given requirements, the optimized values of 
the design parameters are given in Table 2. The theoretical 
model presented in section 2 is used to optimize the parame-
ters of the TEG design.  

 
Table 1. Structure parameter 

Properties l (µm) w (µm) t (µm) 

Fig. 2. CMOS TEG design. 



 

 

Substrate 3000 1300 100 

Thin Film 3000 1300 5 

Thermocouple 300 10 0.5 

Hot plate 2000 500 1 

 

 

5 RESULTS AND DISCUSSIONS 
CoventorWare, finite element analysis software is engaged 

to simulate the temperature difference between the hot and 
cold plates of the TEG. First, a 3D model in accordance with 
the design presented in Fig. 2 is constructed. The device con-
sists of a thick silicon layer followed by a polysilicon layer, 
oxide layers and metal layers. Metal layers are connected with 
the polysilicon layer by using vias. The via is made of tung-
sten. Boundary conditions are defined by setting a tempera-
ture of 303 K for the hot plate, 301 K for the cold part, and 300 
K for the substrate.  

Fig. 3 shows the simulated temperature distribution for the 
CMOS TEG. 

 

 
Fig. 1. Temperature distribution of CMOS TEG. 

The result showed that for the hot and cold parts, tempera-
ture is uniformly distributed. Trenches has successfully isolat-
ed the hot part from the cold part. This thermal isolation of the 
two parts is required in order to achieve a high temperature 
differences them. Fig. 4 shows the cross sectional temperature 
distribution in the CMOS TEG 

 
Fig. 2. Cross sectional temperature distribution of CMOS TEG. 

Probing is done at the hot part, and temperature is meas-
ured at 303 K. At the top surface of the cold part, temperature 
was set at 301 K and at the bottom part it was set at 300 K. 
Therefore, when probing was done at the polysilicon layer, 
temperature was measured at 300 K. It showed a temperature 
drop of 1 K from 301 K to 300 K across from the top of cold 
part to polysilicon layer. As the hot plate is heated at 303 K, 
we can conclude that temperature difference between the hot 

junction and cold junction is 3K. 
After done with the thermal analysis of the CMOS TEG, 

output voltage and output power can be calculated using the 
theoretical model presented in section 2 and prediction of the 
behavior and performance of the TEG can be made.  On the 
basis of these predictions, the device can be further be opti-
mized for enhancement performance before transferring the 
layout in 2D for fabrication process. The simulation and for-
mulation results attained are tabulated in Table 3.  

 
Table 3 Simulated performance of CMOS TEG based on simulation and formula-

tion analysis. 

Parameters Value 

Seebeck coefficient of p-type, p  132 µV/K 

Seebeck coefficient of n-type, 
n  -299 µV/K 

Relative Seebeck coefficients, pn  431 µV/K 

Load resistance, R  500 Ω 

Open Circuit Voltage,  (Vopen) 0.2845 V 

Output Power,  
maxP  0.04 mW 

Output current,  I  0.140 mA 

 
Fig. 5 shows the output voltage versus temperature differ-

ence. It is shown that at a temperature gradient of 3 K, this 
device can deliver an output voltage of 0.2845 V. Graph of the 
output power versus temperature difference is given in Fig. 6. 
The output power is measured at 0.04 mW and the output 
current through a matched load resistance is predicted at 0.140 
mA. 
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Fig. 3. Simulated result of the output voltage for CMOS TEG. 
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Fig. 4. Simulated result of the output power for CMOS TEG. 

6 CONCLUSIONS 
A thermal energy generator using CMOS technology has been 

presented. The proposed CMOS TEG device consists of 220 ther-
mocouples connected in series. Materials used for the thermocou-
ple is p-type and n-type polysilicon. Doped polysilicon gives high 
Seebeck coefficient and more importantly, it is more compatible 
with CMOS process as compared to Bismuth Telluride. The TEG 
can be extended into an array in order to achieve higher power. 
An output voltage of 0.2845 V and output power of 0.04 mW is 
achieved based on the simulation and analytical analysis, proving 
the feasibility of the concept. Voltage is proportional to the See-
beck coefficients and the temperature gradient between the two 
junctions of the TEG. Therefore, the performance of the CMOS 
TEG can be improved if higher temperature gradient can be ob-
tained. Further investigation on the effect of contact resistance is 
indeed a good way to evaluate the real behavior of the TEG per-
formance. Optimization can also be done towards improving the 
performance for even larger and complex designs of the TEG. 
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Before and After: User ’s Knowledge Maturity 
within Personal Information Management   

Azrina Kamaruddin, Novia Admodisastro, Alan Dix  

 

Abstract— Personal Information Management (PIM) is an important discipline that evolves with the technology advancements in their 

operating systems. The understanding of its four main activities in PIM: organizing, retrieving, deleting and archiving are crucial because 

the information growth in our desktop increased overtime. The paper presents the study conducted to enhance understanding of one of the 

causes for core phenomena – user’s knowledge maturity which was identified in prior studies. The qualitative approach is taken to deepen 

our understanding on this cause. As a result, we found that several issues pertaining to time and users’ task have increased their 

knowledge on organizing-keeping information on their desktop. 

Index Terms— Users’ knowledge maturity, Personal Information System, Keeping behavior, Qualitative analysis, Longititidal approach, 

Grounded theory 

——————————      —————————— 

1 INTRODUCTION               

ersonal Information Management (PIM) is an activity that 
involves information acquisition, retrieving, maintaining 

and deleting. It has grown over time [1] due to the large 

increase in digital information that we encounter in our work-

ing and personal lives. Boardman [2] classifies it as an “um-

brella” that managed digital information such as email, book-

mark, files, meetings and appointments in a personal compu-

ting environment [3,4]. PIM is an important aspect in our life, 

where studies have reported that people always consider PIM 

as a chore [5,6,7,8,9] just like we possessively take control of 

our belongings. In order, to design tool that asissts users with 

their information on the desktop, we first need to acquire us-

er’s specification and to understand the issues regarding the 

PIM activities before a suitable design tool is proposed. The 

application and combination of Human Computer Interaction 

(HCI) discipline is important for Software Engineer to provide 

a user-centred design PIM tool for the intended users [9]. 
 
HCI defined as a set of “processes and resources that the us-

ers employ to interact with the computer” [10].  It is crucial to 
understand the users’ experiences and behavior (a set of pro-
cesses) when they interact with their computers/machines. In 
our study scope, we would like to investigate and understand 
the users’ behavior exhibit within the PIM important activities. 
Several studies reported Malone [5], Lansdale [6], Barreau and 
Nardi [7], Whittaker and Sidner [8] and Jones et al. [9] discover 
that people are still struggling to manage their information on 
their desktop, file, email and bookmark even though they have 
been supported by latest technology. The challenges in PIM 
give impact to work productivity [7;11;12] and user experience 
[13]. 
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Early research works on PIM focus at particular domain such 
as hierarchy [14], email [15], and bookmark [16]. Gradually, 
several studies focused on interaction across our Personal Space 
of Information (PSI) have been conducted and reported such as 
[14;17;18;19]. However, there is little study on the keeping activ-
ities within PIM frameworks.  
 

A study has been conducted as an extension of further inves-
tigating one (i.e. user’s knowledge maturity) of the causes re-
sulted from prior studies conducted. Table 1 shows a summary 
of studies that we had conducted to understand the core phe-
nomena identified in re-analysed Study I. We have developed 
an understanding of keeping activities specifically the core phe-
nomena that we named as the notion of dumping. The notion of 
dumping is defined as “a procrastination decision [20]”. Both 
decision making and ‘dumping’ behavior are inter-related [20].  

 
The objectives of this study are: 

1. To observe user’s maturity in knowledge related to 

their task. 

2. To use the user’s maturity knowledge resulted with 

their frequent task creates better understanding of their 

action especially managing their PIM. 

Table 1. Summary of studies conducted 

Study Method/  

Techniques 

Analysis 

Technique 

Outcome 

Study I  Interview 

 Observation 

 Capture im-

ages  

Informal 

analysis 

[1] Build preliminary 

model of PIM 

user’s behaviour 

Study II 

 

 Diary study 

 Simple ques-

tionnaire 

 Interview  

Informal 

analysis 

[2] Understanding 

the issues and 

methodological  

Re-

analysed 

Study I 

 Interview 

 Observation  

 Sketches 

Grounded 

theory 

[3] Build core 

phenomena and 

its relationship 

model 

P 



 

 

Study III 

 

 Interview 

 Observation  

 Partial longi-

tudinal study  

 Capture im-

ages 

Grounded 

theory – 

until axial 

coding 

[4] Detail under-

standing 

[5] Elaborate on the 

causes model 

from main model 

 
The paper presents the work that has been conducted in 

Study III only, which starts with introduction, literature review, 
methodology, analysis, results and conclusion. 
 

2 LITERATURE REVIEW 

There were many studies about information seeking related 
with domain knowledge such as domain knowledge on search 
tactic formulation [21], distinguished subject familiarity [22], 
topic knowledge of the search topic [23]. Recently, a study 
about finding and refinding based on the effect of task domain 
by Toms et al. [24] and factors and evaluation of refinding be-
haviours by Capra and Quinones [5;25]. However, there is yet 
little study about user’s knowledge maturity in the infor-
mation organization scope. 

 
According to Capra [5;25] domain knowledge is part of 

knowledge where the user are familiar with the topic. He stated 
that the user only search information based on their domain in 
general. Another category of knowledge is stated by Capra 
[5;25] as task knowledge that measures knowledge about how 
to do a specific task. The factors that contribute to the task 
knowledge are familiarity and frequency. Capra [5;25] also re-
ported in his thesis the effects of frequency and familiarity in 
refinding information.  
 

Our study is about how the user’s domain knowledge affects 
their information management understanding when their do-
main knowledge increase. We defined the users’ knowledge 
maturity as the users’ knowledge about information hierarchy 
on their desktop. Level of the user knowledge is changed before 
their knowledge of their task increased and after their 
knowledge of their task reached certain maturity level. The ma-
turity supports their decision making upon organisation or re-
trieval of their information. Increasing in user knowledge also 
help them to decide about their information dumping either in 
certain location is only for temporary or information is suitable 
to categorise in specific category. 

 

3 METHODOLOGY 

This study was conducted nearly a year after the first and se-
cond studies. Throughout Study I and Study II, we identified 
few users clearly mentioned about their experiences and ma-
turity that evolved when handling their new task. This indi-
cates that the participants have increased understanding about 
their PIM. For example, Participant P002 from Study I report-
ed that her first involvement in the study is as a first year PhD 
student which is new to the research domain.   

The following section 3.1 describes in details the implemen-
tation of Study III. 

 
3.1 Longitudinal study 

Data collection for a given period of time can be either retro-
spective that is asking participant to reflect back upon their 
experiences and attitudes, or contemporary that is collecting 
data at different times about the current situation.  The con-
temporary longitudinal study involves repeat follow-ups of a 
single sample, panel or cohort. This is more favoured ap-
proach in conducting Study III.  Although retrospective data 
collection is an important part of any study, longitudinal re-
search usually focuses on short-term reflection to avoid dete-
rioration of reliability and validity when asking respondents 
to reflect back over long time times.  
 

In addition a case study is designed as follow: 
 We only select two participants from Study I. 
 The two participants that we select are: one uses spring 

cleaner information management strategy and the oth-
er uses no filer information management strategy. 

 These two participants used intensive dumping behav-
iour based on their information management strategy. 

This case study consists of some aspects of longitudinal 
study in terms of time frame and changes over time in people 
behaviour [30]. The third study is conducted few years after the 
first and second studies. In order, to observe user knowledge 
maturity has an impact on user core phenomena, the notion of 
dumping, we purposely selected two similar users from differ-
ent information management strategy to be Study III partici-
pants. The two participants were selected in Study III because in 
prior studies they were very co-operative and easy to com-
municate. We refer the two participants in Study III throughout 
this paper as S3-01 and S3-02. Further information about the 
participants is presented in section 3.2. 

 
3.2 Naturalistic Approaches 

In this case study, again we gathered information using natu-
ralistic observation. We made the observations at their office 
desktop where they always do their jobs [31]. The observation 
on their desktop focused on their dumping files (e.g. folders, 
single information) that they mentioned earlier in the first 
study. However, the observations and interview were about 
their understanding and description of their files when they 
were more experiences with the task that they performed dur-
ing study I. When interviewed, we could see the increased of 
knowledge about their desktop. Hence, they could provide 
reasons why they acted certain way when it they were at task 
versus time or urgency. 
 

The interview has been conducted. The questions we 
asked were as follows: 

 What is happening on their desktop (email and 
bookmark)? 

 Why is the transition of desktop interface (email and 
bookmark)? 

 When is the transition happen? 
 When so they feel that they are getting matured in 

understanding their desktop? 



 

 

 What happen to their information management be-
fore, during and after they achieved certain 
knowledge maturity. 

Interview technique was selected when we wish to obtain 
more detailed and thorough information on the issue of user’s 
maturity that might be gleaned from our GT analysis. We often 
prepared several questions, but also deviated where necessary 
in order to maximise the information obtained [26].We recorded 
our interview and transcribed the interview sheet. The study 
was conducted at the participants’ workspace. Interview the 
participants was still our preferred approach because we want-
ed to acquire qualitative data [27] to describe changes in user’s 
information management behaviour. The interview duration is 
between 1 – 1.5 hours. The images of users desktop screen was 
captured and compared with the screens captured in Study I.  

 
We audio-recorded the interviewed and captured few imag-

es on the participant’s computer screen. Then, we transcribed 
the interview. S3-01 is a non-native English speaker while S3-02 
is a native English speaker. There was no translation made for 
the non-native English speaker transcription. 
 

Participants Selection 

The participants in Study III were taken from Study I. We de-
cided to select two participants that we observed and identi-
fied from the first study as active participants. In Study I, the 
participants were referred as P0021 and P0192, whilst in Study 
III we referred them as S3-01 and S3-02 respectively. The par-
ticipant S3-01 used spring cleaner, while the participant S3-02 
used no filer information management strategies when man-
aging information on his desktop. 
 
a) Participants background 

Study III was only conducted by interviewing two partic-
ipants that we purposely selected from Study I. We decid-
ed to choose them as the participants because they were 
very responsive during Study I. Even though, we only 
have two participants, it would not give problem for us to 
understand the issues. In fact, we could study them 
properly and deeply [28]. It is important to know the par-
ticipants’ chronologies personal backgrounds before we 
proceed with data analysis process. Table 2 shows sum-
mary description of the participants. 

 
Table 2. Study III participant descriptions 

 Participants Id 

 S3-01 S3-02 

Level of  

Competency 
High competency 

High compe-

tency 

Information 

management 

strategy 

Spring cleaner No filer 

Native Non-English English native 

Sex Female Male 

At time of Study Writing up PhD Postdoc (data 

 

1 P002 referring to participant who used Window OS as her operating system. 
2 P019 referring to participant who used Mac as his operating system 

III analysis task) 

At time of Study 

I 
2nd year PhD 

Postdoc (litera-

ture review) 

 
S3-01 was a female PhD student. She is also a mother and 
currently in writing stage of her PhD. She is an interna-
tional postgraduate student and her native language is 
Bahasa Melayu. Her husband and children were all in UK. 
She is a valuable and main contributor to the Study I and 
Study II. She was in second year PhD when we inter-
viewed her during Study I.  
 

While, the participant S3-02 was a postdoc researcher. 
He was also our participant that involved in Study I. He 
had an experienced being a PhD student and this is an 
advantage for him. He knew that experiences and skills 
that he gained during PhD was not only about the re-
search area but also skills and experiences managing in-
formation to complete the task. He was an international 
post-doc and his native language is English. 

 
b) Participants Workspace 

In this study, the important entity that we observed and 
analysed was their desktop. Both of our participants were 
at different stage when delivering their main tasks. S3-01 
was nearly completed her PhD thesis whereas, S3-02 was 
at the analysis stage of his main task. While doing the in-
terview session with them, we also observed their desk. 
They talked about their desk management especially par-
ticipant S3-01. During the first interview, we saw her desk 
was occupied and scattered with papers, articles and 
books. It was a partially unsorted desk. However, when 
we observed her desk again in Study III, paper, articles 
and books were sorted and stacked nicely on her desk. 
She said that “Ohm...that is where all information has been 
sorted and cleared because she had used and referred to that 
stack few months back, now, might not used it anymore”.  

 
While, participant S3-02 desktop was quite tidy in both 

studies, however his desktop interface was dynamically 
changed due to his task. His desktop changed from a clut-
tered interface to a tidier and categorised interface. When 
questioned about it? He reported that, “The reading and 
finding article stage has stopped and completed at this time, 
now is the time where you start to get your hands dirty with da-
ta. Once a while, you might need to refer to your paper and arti-
cle so you just find it in the category. I already categorised them 
under appropriate label.” 

 
We interviewed both the participants at their work-

space. The interview was recorded and transcribed. They 
were still at their workspace provided by their depart-
ment. However, participant S3-02 moved to a new bigger 
office room, in which the room contains one experimental 
lab with glass window. Nevertheless, the things in the 
room were not much different from the one we observed 
in Study I.  

 
While another participant S3-01 was at the same office 

room but the condition was much neater. This participant 



 

 

desk was tidier, because she is nearly finished her thesis 
writing. Papers were sorted and stacked on her desk, she 
said that they were done. She reported that she catego-
rised all her printed papers in the folder. The physical 
folder labels were similar with the digital folder version. 
The folders were nicely sorted in the folder. However, at 
the moment folder that was currently used was unor-
dered.  

4 STUDY III ANALYSIS PROCESS 

The data analysis technique selected was GT. Given that, we 
have experiences with the technique, we decided to applied 
few stages in GT. We only interested with categories that relat-
ed with the participants maturity in their knowledge. We 
started with open coding in GT or finding concepts and cate-
gories [29] that related with users’ knowledge maturity. The 
process is about users’ knowledge maturity with time when 
we integrate using axial code. In this analysis, we aim to: 
 Understand users’ knowledge maturity in information 

organization especially in the context of core phenomena 
of notion of dumping. 

 The understanding is arranged towards time factor e.g. 
before maturity, during maturity and matured. 
 

4.1 Results 

The issues pertaining to time and users’ task are important 
properties for users’ knowledge maturity that cause the core 
phenomena the notion of dumping. In this section, we showed 
the in-depth understanding of users’knowledge maturity on 
how they behave before and after they achieved knowledge 
maturity. 

 
Achieving Users’ Knowledge Maturity 

Users’ knowledge maturity is very much related with time and 
users’ task. Most of the participants in studies conducted in 
our research were PhD students varied in their intakes. Some 
were in their first year while some were finishing. Besides PhD 
students, the participants were academicians or researcher. 
Clearly, in our observation, almost all PhD students are having 
problems in managing their information on the desktop and 
adapting with their new role as a PhD student. According to 
both of Study III participants, they reported that when they 
were reaching their final stage in PhD they realized that they 
had discovered many skills such as increased their knowledge 
vocabulary within their new task and dynamic information 
management strategies. These are due to the participants in-
crease in knowledge of understanding in their research area. 
 

As a first year PhD student, there are many skills need to be 
learnt and a lot of adjustment to be made in the research area. 
Being a research student that dealt with many reading, as-
sessing much information affected their information manage-
ment. However, when they have reached maturity in their re-
search area or task, their knowledge on information manage-
ment has also increased. There is no course taught on how to 
manage information in PSI. The skills is known through partici-
pants experiencing themselves and as a result based on what 
they feel comfortable and applicable about it.  

 
Next sub-section, we presented our analysis based on the us-

ers’ knowledge maturity evolve with time. 
 

a) Pending Categorisation 
Categorizing information is one of the techniques primari-
ly to keep information. However, pending Categorisation 
is when users are busy in delivering their primary task, 
categorising is the last option to do. Users’ only focus in 
completing the task/sub-task rather than involving their 
effort and cognitive to categorise their information. 
 

b) Early categorisation issues 
When users are new to the task and knowledge domain, 
they have vague idea of how their hierarchy tree on their 
desktop will look like or how they will structure their files 
and folder due to their shallow knowledge about the new 
task. They admitted that, they have problems if they 
quickly categorised information but after they gained un-
derstanding of their new task and knowledge they allow 
retrospective categorisation. They have increased their vo-
cabulary of the knowledge and also their folder labels.  

 
At times, they have problems in retrieving information 

because they thought that they had moved the files into 
new folder. This uncertainty of being more knowledgeable 
is an issue when user is becoming dynamic in their per-
sonality pertaining to their categorisation of information. 
However, both of the participants are aware about their 
changes in making decisions on categorising their infor-
mation at early stage or new to their task. When they be-
came matured, they have the desire and tendency to 
change information in their old folder into new folder 
based on their maturity.  

 
c) Maturity in Research Knowledge Change Decision Cri-

teria 
When users achieved certain level of knowledge maturity, 
they also have reached maturity in making decision. In 
addition, earlier technique that was used to make decision 
also changed or extended. For example, in Study I, one of 
the participants read the abstract of the paper to decide 
whether to save the paper or not. When, she becoming 
more knowledgeable in her research area, she decided 
that in order to save information, reading an abstract was 
not enough. She extended her reading technique from ab-
stract section to discussion and conclusion sections in the 
paper. When, she decided the paper is relevant, then she 
continue reading the rest of the paper sections and finally 
save the paper. 
 

d) Better Picture of Personal Space of Information 
Getting matured in their research area or task has made 
the participants to give a better picture and understanding 
on what they are doing at that time (i.e. achieving maturi-
ty). At the beginning of their task and managing infor-
mation, they do not have a clear picture of how the hierar-
chy structure will look like, and what information that 
they need to search, save and etc. When, they nearly 
achieved understanding of their task and knowledge they 



 

 

know what they are doing. Even though, they dumped in-
formation in a partial category and in ‘My Document’ or 
desktop, they know what these information are and why 
they do that and later they know where the information 
should go. 

 
One of the participants reported that, he was able to 

manage the way he did now because of the experiences he 
had during PhD study. Based on this experience, he ap-
plied the information management skill until now. 

 
e) Early Categorisation Advantages 

Categorisation makes our PSI looks tidy and organize. 
User with instant filer strategy definitely categorised their 
information once they acquired information. However, 
our participants are from no filer and spring cleaner strat-
egies said that quickly categorisation would cause few 
problems when they reached maturity. So, some of the 
participants prefer to dump information and later make a 
decision of where it should be located/categorised. Their 
PSI looks cleaned and tidy.  
 

f) Understanding Dumping Action 
Before participants becoming matured in their knowledge 
or research area, their information management especially 
their information organisation may have been structured 
or unorganized as in dumping. At the early point of time, 
participants did not get a clear idea where exactly the in-
formation gathered need to be categorised. One of the par-
ticipants uncertain about the location and did not have a 
clear picture of where it should be located. 
 

However, when the maturity increased, they under-
stood better their information and where it should be lo-
cated. They also reported that they knew their reasons 
why they dumped information. Reasons are compliment 
with Study I [20] because they are running out of time, 
they are focusing on their primary task and by thinking of 
where and what label will distract their main focus on de-
livering their main task. 

 
When they became knowledgeable in their research ar-

ea, they knew exactly what is happening in their infor-
mation management. As a result, they were becoming 
more knowledgeable on what are going on their PSI. 
Some of the behaviour that matured is: their judgement 
on keeping information increased and knew what to find, 
how to find and where to read in the content. Further-
more, they know that for example this information is only 
temporarily and later it will be properly categorised and 
kept. If they came back looking at their scattered infor-
mation unfiled, they knew why and when it will get filed. 
In addition, they also know why they dumped the infor-
mation and how they will organise the information later. 
As evidence, through our observation for the second time 
with the participants they can easily said without feeling 
uncertain about their information. 

 
Excerpt: ...Katakan pasal friendship. Saya dulu tak ada folder 
pasal Friendship. Actually, I just can just create right away tapi 

is like I feel like tak ada masa jadi dump saja sini. Katakan saya 
ada 1 chapter cakap pasal Friendship. Jadi tengah-tengah tulis 
ke, tengah-tengah baca ke and then I need to get that infor-
mation. Jadi saya tahu I dumped somewhere here that infor-
mation [laughing]. So saya  cari ajela kat sini. Saya tengok  
macam ni kalau benda tu  tak susun lagi  ke dalam folder 
maknanya saya dump kat sini semuanya dump kat sini, saya 
pun dump aje la kat sini. Tapi kalau misalnya kalau benda tu 
katakana dah ada folder. Saya masuk jelah tapi itu yang normal 
condition tapi kalau saya nak rush ke walaupun ada folder tapi 
dump juga dekat sini sebabnya nantilah baru buat housekeeping 
sekarang ni tak buat lagi. Apa tu yang saya dump aje la tapi 
macam kita tahu macam mana nak cari kat sini, aaa apa tu bila 
kita dump kat mana tapi mungkin kita tak tahu exactly laa... 
apa benda yang itu kena manually search la pulak..... (S3-1 non-
native English speaker) 
 
The translation: 
...If it is about friendship. I don’t have any folder about friend-
ship. Actually, I can just create the folder Friendship straight 
away, but I just don’t have time, I dumped the information re-
garding Friendship somewhere. When I need the information, if 
by browsing the hierarchy and if it is not there, I know I dumped 
somewhere outside that particular folder... 
 

5 CONCLUSION 

The study reveals that user’s knowledge maturity affects us-

er’s PIM especially in the dumping and organisation scope. 

When users are becoming matured they not only understand 

more about their task and knowledge but also their infor-

mation organisation. At this point, even though they dumped 

their information, they dumped in partially category where 

they think the information should reside. Later, they will re-

categorise the information in a proper category. They also 

know the information dumped is for temporary purposes. 

They are uncertain to categorise at the early stage because they 

are not sure on how the information structure looks in their 

desktop. 
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Overhead Analysis as One Factor Scalibility of 
Private Cloud Computing for IAAS Service  

Teguh Bharata Adji, Faisal Suryadi Nggilu, Sujoko Sumaryono 
Abstract— The rapid development of technology leads to improvement in a variety of computing concepts, information and communication 

technology(ICT). The ICT environment is become more complex and costly. Cloud Computing is one of phenomenon int the new ICT 

services, Cloud Computing model has three categories of services : Infrastructure As A Service (IAAS), Platform As A Service (PAAS), 

Software As A Service (SAAS). It also has four deployment models which are private cloud computing, community cloud, public cloud and 

hybrid Cloud. 

This research aims to determine the overhead of the virtualization environment. It is expected the private cloud with virtual technology, that 

utilizes the maximum resources does not degrade server scalability. The implementation of private cloud is using OpenStack with 

configuration multiple interfaces multiple servers.  

The results of the thesis indicate that the overhead of a single virtual machine is 114 ms (database server) and 212 ms (web server), to ten 

virtual machines are active 615 ms (database server) and 786 ms (web server). Overhead that occurs on a single VM can still be 

neglected, despite the performance degradation with increasing number of active virtual machines the execution time of servers application 

tends to be linear close to shape belongs to the physical servers. 

Index Terms— Overhead, private cloud computing, IAAS, OpenStack, multiple interfaces multiple servers.   

——————————      —————————— 

1 INTRODUCTION                                                                     

S the rapid development of technology leads to im-
provement in a variety of computing concepts, the in-
formation and communication technology (ICT) envi-

ronment becomes more complex and costly. Provision of reli-
able infrastructure have consequences for the ICT users  to be 
able to use it effectively and efficiently. 

Cloud computing is one of development phenomenon in 
the new ICT services. Cloud Computing is a model which 
provides computing resources or information technology (e.g., 
software, processing power, storage.) that allows customers to 
"take and use" resources on-demand, via the internet (NIST, 
2011). 

With the cloud computing, it will change the paradigm of 
the company or organization in ICT investment. Cloud com-
puting can be promoted to consolidate ICT infrastructure, 
simplify management, maximizing the utilization of compu-
ting resources and at the end it would be able to save the op-
erational costs. 

Infrastructure As a Service (IAAS) is a service that "rent" 
the basic technology information resources, which includes 
media storage, processing power, memory, operating system, 
network capacity, etc. which can be used by users to run ap-
plications virtually. 

The implementation of virtual technology that utilizes the 
maximum resources of server, is expected to reduce its scala-
bility to the virtualization environment such as overhead. 

2 LITERATURE REVIEW 

Cloud computing is one of development phenomenon in the 
new ICT services. Cloud Computing is a model which pro-
vides computing resources  (e.g., software, processing power, 
storage.) that allows customers to "take and use" resources on-
demand via the internet (NIST, 2011). There are four proposed 
ontology which is expected to be a framework and guidance in 

conducting research in cloud computing. This ontology consist 
of cloud application (software as a service), cloud software 
environment (platform as a service), cloud software infrastruc-
ture ( infrastructure as a service, data as a service, communica-
tion as a service ), software kernel, firmware / hardware ( 
hardware as a service) (Youseff, 2008).   
Infrastructure As a Service (IAAS) is a service that "rent" the 
basic information technology resources, which include media 
storage, processing power, memory, operating system, net-
work capacity, etc. which can be used by users to run applica-
tions virtually. In a virtualized environment, ( Nurhaida, 2009) 
performed overhead measurement, linearity, performance 
isolation and the use of hardware resources in a virtualized 
environment. The research used VMWare ESX 3.5.0 as virtual-
ization application. 

 
2.1 Virtual Server scalibility 

Scalability is the ability to improve system performance grad-
ually in accordance with the work load by increasing the 
number of resources. To evaluate overhead due to the virtual-
ization mechanisms, we compare the execution time of an ap-
plication running on a non-virtualized operating system (Ta) 
with another execution time of the same application run with-
in a single virtual machine (Tav). The overhead may be negli-
gible for a virtual machine and becomes significant when sev-
eral virtual machines running at the same time (context switch 
overhead may exist even if no application is executed on the 
other virtual machines) and the formula is : 

 
Ov = Tav – Ta    ….......................... ( 2.1) 

Meanwhile, Ta is also compared with Tanv when some virtual 
machines n running at the same time. In this scenario, only a 
virtual machine actually runs the application. The other n − 1 
VMs are not running any application. 

A 



 

 

Ovn = Tanv – Ta ….......................... (2.2) 

where Ovn = Virtualization Overhead and Tanv = Executing 
time for n virtual machines. 

3 RESEARCH METHODOLOGY 

Two scenarios used in this study has been proposed. 
Previously, resource analysis study has been conducted to run 
the scenario. 

 
 For the first scenario, private cloud computing was 

implemented with Infrastructure As A Service (IAAS) in 
MTI network as shown in Figure 3.1. The design of 
private cloud consisted of four computers, which consist 
of one master computer and three slave computers. The 
configuration is using multiple interfaces of multiple 
servers.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.1 The design of Private Cloud Computing 

 
- The specification of master computer is 8 core 

processor, 8 GB memory, Hardisk 1 Terabyte and two 
Network Card. The master were installed and 
configured with OpenStack Compute and Glance.  

- The specification of slave computer is 4 core 
processor, 8 GB memory, 1 Terabyte Hardisk and two 
Network Card. The slave were installed and 
configured with Nova Compute and Nova Volume. 

 
 In the second scenario, overhead will be measured. 

Network topology for testing overhead can be seen in 
Figure 3.2. In this scenario, the execution time between 
physical servers and virtual servers will be compared. The 
application will be installed in both servers ( Database 
Server i.e. mysql server and webserver apache2). The 
server were installed with ubuntu server 10.04 (Lucid 
Lynx) 64 bit operating system, and the specifications of 
both servers are 8 processors, 8 GB memory and 1 
Terabyte hardisk. Every server will be given different 
loads as follows: 
- Load for database server by backuping data of 146 

MB taken from mediawiki database downloaded 

from http://opensourcetelkomspee dy.com / wiki / 
index.php / Main_Page.  

- Load for web server by http request as many as 5000 
requests 

- Request process will be done by using apache 
benchmark tool which is available in apache2 
applications. 

 

 

 

 

 

 

 

 

 

 

Figure 3.2 Network topology for testing overhead 

4 RESULTS AND DISCUSSION 

Based from the testing process, the data was then collected for 
further analysis, as shown on Table 4.1. 

 
Table 4.1 Evaluation of the overhead with loading scenarios 

on the Server 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Based on data in Table 4.1, a graph of database and webserver 
measurement results is obtained as shown in Figure 4.1 and 
Figure 4.2 
 
 
 
 
 



 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1 Graph of overhead measurement on mysql server 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.2 Graph of overhead measurement on the webserver 
 
The execution time of the computing process in one physical 
server is correlated with that of in one overhead server. It can 
be seen from Figure 4.1 and Figure 4.2 that if one virtual server 
is running then the overhead is almost zero and can thus be 
neglected. However, when the number of virtual machines 
increases, the execution time of database and web server 
applications in more than one virtual servers tend to be linier 
and the shape of the curve close to shape belongs to the 
physical servers. From the measurements which have been 
done, the overhead values are obtained as follows: 
 The overhead of the database server process are as 

follows. Ov = 114 ms and Ovn value = 615 ms. Database 
performance degradation after ten virtual machines run = 
18.54% 

 The overhead  of the web server process are as follow. Ov 
= 212 ms and Ovn value = 786 ms. Webserver 
performance degradation after ten virtual machine run=  
In addition, the use of virtualization server with 
OpenStack has increased the optimalization of processor 
usage, from the level of 0.1% in the presence of an active 
virtual machine to 99.8% with 4 actives virtual machines. 
The memory usage also has been increased from 714 MB 
to 6731 MB as can be seen in Table 4.2. These values are 
obtained from the resource monitoring tool namely Top 
software in one of the slave. Hence, the use of virtual 
technology is a promising infrastructure that is reliable 
and optimizes all resources belong to servers. 

 

Table 4.2 The optimization of the processor and memory 
usage 

 

Number of active 
VM 

Prosesor usage 
(%) 

Memori usage 
(MB) 

No VM is active 0,1 714 

1 VM is active 25,1 6678 

2 VM are active 49,9 6694 

3 VM are active 74,9 6711 

4 VM are active 99,8 6731 

 

Another OpenStack ability is its fast system recovery during 
the system error by using the snapshot feature (i.e. backup 
and recovery process). Application of the snapshot can reduce 
almost half of the stages of recovery steps and saves time 
significantly. The snapshot result can be seen in Figure 4.3. 

 

 

 

 
 
 
 

Figure 4.3 Snapshot results in OpenStack 

5 CONCLUSION AND FUTURE WORKS 

 

5.1 Conclusion 

- Private cloud computing with infrastructure as a service 
(IAAS) with multiple interfaces multiple servers has been suc-
cessfully designed and built by using 4 servers and OpenStack 
in Master of Information Technology (MTI) Lab, Faculty of 
Engineering, Gadjah Mada University, Yogyakarta.  

- The overhead values for one virtual machine are 114 ms (data-
base server)  and 212 ms (webserver). Mean while for ten ac-
tive virtual machines are 615 ms (database server) and 786 ms 
(the webserver). Overhead that occurs in one virtual machine 
can be ignored and system perfomance degrades as the num-
ber of active virtual machines increase.  

- Overheads of the webserver and database server applications 
in more than one virtual machine tend to be liniear and the 
shape of the curve close to the shape belongs to the physical 
servers.  

- OpenStack server virtualization has increased the optimization 
of the processors from 0.1% in the absence of  virtual machine 
to 99.8% with four active virtual machines. The memory usage 
has also been increased from 714 MB to 6731 MB. 

- The use of snapshot provides a significant improvement of the 
recovery system. If there is error in the system or server error 
then snapshot technology can restores quickly. 

 
5.2 Future works 

- One of the drawback of virtualization is that all services are 
centralized in a machine. If one machine is damage or there is 
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error then it will fail to run all systems. This can be overcome 
by creating a Fail Over Server mechanism as a backup, using a 
tool called Heartbeat. 

- The use of the GPU (Graphics Processor Unit) in  the cloud 
system for parallel processing such as rendering. 

-  Development of  the portal to software services (i.e. rendering 
-http://www. blendercloud.net/)  

- Performance analysis of network communications in the cloud 
computing environment. 
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Abstract— Users’ dissatisfaction with the software used will impact the efficiency. Moreover, the lack of knowledge of users’ involvement in the 

development of the software will cause issues to the user’s later on. In the case of human-computer Interaction (HCI),it has been suggested that a 

user’s participation and HCI concern in the application growth life-cycle (SDLC) as an important procedure for a successful program execution. 

However, it is still not sure to what extend user participation is important and HCI problem has been settled by system professionals. The result 

which is mentioned in this paper and the review opinions from the experts’ point of view are taken from analysis on the value of HCI in SDLC. The 

objectives of the analysis are to identify the condition of the users’ contribution in SDLC and to identify the HCI elements that have been settled. 

Results show that many of the experts have engaged the customers in SDLC, but the majority only during the need research stage. The conclusions 

have also shown that HCI components on performance are well resolved. However, the non-functional components such as social, environmental 

issues have not been highlighted by experts. This paper indicates with recommendations to further analyze the users’ interest on the value of the us-

ers’ contribution in the program development. 

 

Index Terms—  Human Computer Interaction, Software Process Models, Human Computer Interaction, SDLC 

  

——————————      —————————— 

1 INTRODUCTION                                                                     

he disappointment of the application software used to 
affect efficiency. The performance of application software 
based work and the face of the program. Research shows 

that there is a debate on the use of software that allows users 
frustrated [4, 8, 9] frustrated user is suggested due to the de-
cline in the value of the consideration HCI in technical growth. 
system In some cases, a person is not included. But only the 
chosen of the process of growing commercial software of HCI 
in software development can not be ignored, and the lack of 
knowledge about the involvement of users in software devel-
opment continues to be a problem with customers in the [12] 
program, especially the disappointment of the software affects 
the performance of the Office of the Public and the overall 
well-being [13] Among the techniques developed many soft-
ware development cycle. life (SDLC) is a methodology that 
has been approved by the General to explain the process and 
issues involved in the development of [1] on developing ap-
plications with data (IS), SDLC strategy focusing on the appli-
cation [. 2], but recently concerns have been adjusted to the 
user experience [3] The dispute related to HCI in SDLC is es-
sential. However, it does not get enough attention to the ex-
perts, it was announced that the SDLC new strategic focus of 
human-centered, it is necessary to confront the compliment ', 
they recommended SDLC called new circuits of human-
centered development. [4].n 7 concludes the paper. modify the 
header or footer on subsequent pages. Prior to HCI research, 
targeting the needs of the user. HCI is seen to be constructed 
from the user's perspective and not from the point of view of 
Research on the value of HCI concerns from the perspective of 
the operator is still common in the software industry [5,6,7] The 
purpose of this paper is to analyze the effects of HCI in SDLC 

from analysis expertise. identify the situation of users in SDLC 
and evaluating the HCI elements that have been made in the 
SDLC. 

2 RELATED WORK 

 
2.1  HCI APPROACHES  
The strategy focuses on HCI and human relations and part-
nerships, describes what the program should do it from the 
perspective of the users of the restrictions, such as physical, 
intellectual and behavioral success. In addition, the results of 
which have contributed towards the growth of the program 
and use must also be considered. Growth between HCI 
'obligations and commitments between the use of the interface 
and how users can interact with the program. 
By Hoffer et al, [1], the SDLC current strategy focuses more 
information about the features and specifications of the system 
to meet business needs. Incredible HCI is concerned with 
methods and techniques to fit the needs of active lifestyles and 
well-being. To build information systems that meet business 
and personal needs and concerns HCI should be included in 
the strategy, especially for the development of this reason, 
Zhang et al [4] introduced a strategy perspective concerns 
HCI. The particular case of the evaluation results. 
HCI containing information about the four elements which are 
physical, intellectual, emotional and behavior together with 
examples of their listing. These issues are not HCI research 
specifications of software development. 
 

 

T 



 

 

 

2.2  ROLE OF HCI IN SDLC  
 

Zhang et al, [4] disputes related to HCI in SDLC is essential. 
However, this has not been emphasized by application ex-
perts. They argue that the SDLC new focus on human-
centered strategies need to be concerned about the user expe-
rience compliments. So that tactical human-centered they rec-
ommend SDLC new system called the human-centered life-
style (HCSDLC) Set 1 features the popular HCSDLC four steps 
have been regarded as an alternative investment and. Prepar-
ing the research design and the implementation is proven in 
Figure 1, this structure will focus on the HCI concerns, unlike 
the SDLC is considered. Collaboration between perspectives 
SDLC and HCI programs to ensure growth is achieved. How-
ever, the current SDLC too many business needs. (Functional-
ist) rather than individual needs. (The physical and the intel-
lectual, the psychological character and situational factors) to 
each regarded much in the SDLC so often happens in the gap 
between the needs of business and the needs of each 
 
 
2.3 USER PREVENTATIONS  
 
As defined by Lawson [4], Disappoint the software is used. 
"The emergence of barriers that would prevent the need to 
satisfy the" recent reports about the disappointment of the 
problem behind the screen [4] and the problem of using a 
business website [8]. These problems arise when the software 
has been successfully delivered to customers and [17] Recent 
reports on the disappointment of a problem with the screen, 
and the problem of the business website. These problems arise 
when the software has achieved and delivered to customers. 
Research more disappointed by the Besserie et al, [10] de-
scribed the frustrations of using the computer to have 
knowledge of the client during the execution of their daily 
lives. The results of their research showed that one-third to 
one-half of the time invested prior to the application of the 
system is due to the use of a disappointment. Frustration can 
affect the performance level of compliance and the public 
well-being. 
 
3  METHODS  
 
Analysis of the primary means to select a set of questions, and 
chosen. A series of questions were designed based on the 
structure of the HCI HCSDLC [4] mentioned in the previous 
Participation in the study was the use of the College Student 
Information System (ISIS) and the performance of UTP, Ma-
laysia. 
Interviews were among the end-user program in ISIS analysis 
of the disappointment in the program. Which included five 
professors and five students who are definitely used. Study on 
the HCI in SDLC is performed among participants 32 to a de-
veloper application and professional growth of applications 
such as IT, professional design, web development application, 
professional IT. support and systems analysts. 
 

4 Analysis  

 
4.1 VIEWS OF THE SYSTEM  

 
The conclusions from the appointment show that the partici-
pants are not fulfilled with the use of the program. Participant 
decided that the writing and number is readable. However, 
the results showed that 67% of participants were puzzled 
about how the data is structured. Application performance is 
not enough, and 89% of the participants said that the mistake 
was not on the program. Overall response of respondents to 
the program is awesome and exciting. The experts suggest 
that to improve the design and efficiency. Aware of this and 
rectifies the involvement of users as to be considered during 
the whole application life cycle was introduced by Bryant [17]. 
  
4.2 USER INVOVLMENT  
 
Show that 96.7% of experts decide whether a client should be 
involved in the SDLC and 90.4% decided that the participation 
of users is very important. However, most of the reactions that 
they engage with customers in SDLC, results have indicated 
that some level of participation of users is very low, only 
16.13% of a customer between growth on other hand, 77.42% 
of the experts were engaged customers during the research 
necessary to (77.42%) Further research to understand user par-
ticipation has proven to be 80.7% of the participants decide 
that. use 'Deficit of knowledge is limited due to their relation-
ship with customers, especially in the design and growth. 
These findings show that there is no need for customers to 
have sufficient understanding. This research has exposed seri-
ous problem than the deficit on the possibility of the involve-
ment and the participation of users in the software life cycle. 
 
4.2 HCI CONSIDERATIONS  
 
Two were found to be significantly related to the level of what 
has been fixed in the SDLC component among HCI profes-
sionals. In this study, three groups of the HCI components 
which are suggested by Zhang et al [4] used these groups with 
the purpose of the purchase and focus on the details of each. 
The results proved that the HCI with regards to the objectives 
have been resolved except for "Safe for use" Table 2 shows the 
specific HCI concerns, depending on the target. 
 

Table 2. HCI Deliberation Based on Usability Goal 

HCI elements % Sum 

Effective to use 74.19 23 

Efficient to use 74.19 23 

Safe to use 32.36 10 

Easy to learn 64.52 20 

Easy to remember 

how to use 

51.61 16 

 
The results show that significant performance and operational 
performance. But very little protection. Results of the concerns 
HCI, depending on the user experience are given in Table 3 is 
proved in Table 3 was (77.4%), response (67.7%) and friendly 
(51.6%) were resolved by Internet experts. But the fun does not 
have a profile (0%) and emotional responses (0%), indicating 



 

 

that this component in the joint success principles are not be-
ing addressed well. 
 

Table 3. Descriptive Statistics of Users’ Experience 

HCI elements % Sum 

Satisfying 67.7 21 

Helpful 77.4 24 

Fun 0 0 

Friendly 51.6 16 

Emotionally fulfilling 0 0 

Entertaining 3.2 1 

 
That the HCI is based on the important details of each style are 
shown in Table 4, most of the experts prefer to identify their 
focus on each profile style of each individual in the system 
depends on the skill (. 67.7%), knowledge (61.3%) and to work 
(51.6%) percent of the very few to have a look at the back-
ground of social (9.7%) and sexual problems (3.2%), it is clear 
that the aim focus on the details of each style is highlighted in 
terms of the two groups. 

Table 4. Target User Model Profile 

HCI elements % Sum 

Gender 3.2 1 

Computer training 61.3 19 

Experience with similar 

systems 

67.7 21 

Occupation 51.6 16 

Cultural background 9.7 3 

 
The analysis shows that in the world of real problem is the 
focus of HCI in SDLC needs efficiently and very few non func-
tional requirements such as security, performance, and public 
issues. 
 

4 Conclusion 

From the research, it reveals that the customer's disappoint-
ment with the system has impacted users’ performance and 
group well-being. The outcome indicates that there are prob-
lems in the style such as information company and unhelpful 
mistake concept. Such style problems may have took place 
due to the unquestionable confirmed truth that the customers 
were not being engaged in the whole content management 
procedure. This can be confirmed by the outcome from the 
research on users’ participation which reveals that the cus-
tomers were only being engaged at the beginning on to be able 
to collect system need and at the later level of program devel-
opment procedure as to confirm and confirm their need.The 
outcomes have confirmed that all associates have had engaged 
customers in their SDLC. However, the users’ participation is 
mainly targeted on the need research level, and only a few 
have had engaged customers in the style and development 
level. The outcome also indicates that due to the users’ lackof 
particular understanding in SDLC may have described why 
users’ participation is still little particularly during the style 
and development level. The outcomes on HCI problem have 
exposed that the non-functional specifications such as group 
and efficient problems have not been given enough concen-

trate by experts. From these outcomes it is suggested to fur-
ther evaluate the users’ participation and its importance in the 
content management. 
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Comparative Analysis of Ecological Footprint 
of Two Different Neighbourhoods in Minna, Ni-

geria 
  

ABD’RAZACK, Nelson T.A and Ahmad Nazri bin MUHAMAD LUDIN 
 

Abstract— This paper discusses the comparative analysis of Ecological Footprint of two different neighbourhoods in Minna: M.I 
Wushisi and Tunga Low-Cost estate. It considers the building design, types, consumption pattern, lifestyle, and land-use in the-
se estates. One prominent way of curbing sprawl is the design of eco-village that encourages human-scale settlement that en-
compasses social interaction, environmental sustainability and low-impact lifestyle. Globalization has been seen as a factor that 
determine environmental and social problem in the society. The method employed in this study makes use of both primary and 
secondary data to analyse and present the analysis in tabular form to show the relationship of different consumption that con-
tributes to Ecological Footprint of these estates. There was the use of questionnaire for data collection, and a total of 360 and 370 
questionnaired administered in both estates. The result indicated that the Ecological Footprint of Tunga Low-Cost (0.94gha) is 
lower than M.I Wushishi (0.98gha) due to building type, household size and lifestyle. Thus, this implies that the urban planners 
and designer has to be abreast of necessary information that will allow them to design a city that will be sustainable and consid-
er consumption and lifestyle of the inhabitants of such city or neighbourhood. In addition, the study illustrates that Ecological 
Footprint could play a useful role in conducting such assessments, by documenting some of the behaviours that are most crucial 
to a person’s total environmental impact and how they are related to design and building form.    
 

Keywords— Consumption, Ecological Footprint, Land-use, Lifestyle, Neighbourhood, Resources, Sustainability 

——————————      —————————— 

1 INTRODUCTION                                                                     

here is significant relationship between building design 
and community development in terms of social, economic 
and environmental impact on the inhabitants of such 

communities[19]. There is a lot of criticism against urban 
sprawl that engulf Rural Urban Fringe (RUF) in its develop-
ment [4, 2]. There are a lot of problems associated with urban 
sprawl such as high cost of urban services due to distance, 
high level of segregation and lack of social cohesion among 
residents and poor environmental management in the fringe. 
These have diverse effects on Ecological Footprint of the city 
as distance causes a lot of energy to be used in the process of 
transportation and building materials. The majority of the 
buildings in the sprawl area are single family dwelling. Differ-
ent methods have been proposed to stem the development of 
urban sprawl [26, 1]. The process of curtailing sprawl has not 
been successful especially in the third world countries [16, 9, 
26, 3, and 14].  Poor planning and individualism caused by 
economic growth have not been met by physical planning 
process. 

One of the prominent ways of curbing sprawl is the design  

 

of eco-village that encourages human-scale settlement that 
encompasses social interaction, environmental sustainability 
and low-impact lifestyle [20]. Globalization has been seen as 
one of the factors that determine environmental and social 
problem in the society [29]. The use of ecovillage has been suc-
cessful in many nations of North America, Europe and South 
East Asia [14, 29, and 16].  

This paper considers Ecological Footprint as useful tool for 
sustainable development in planning practice. The most im-
portant way to determine sustainability is through local plan-
ning and urban design. Urban sprawl causes Ecological Foot-
print to be higher due to consumption of energy for transpor-
tation that is critical to planning issues. The most challenging 
in Ecological Footprint is the consumption by people that form 
the factors aggravating the environmental impact to the world 
[27] leading to global warming and climate change. In other to 
achieve sustainability therefore, it requires critical analysis of 
both land use and consumption pattern of people in the face of 
dwindling resources of cities. Planners have little effect on the 
behaviour of people but could use design of different form to 
improve the consumption habit of the people.  

Basically there are four different types of development ap-
proaches in literature for sustainable development. One of the 
approaches is the extent of protection of resources and ecolog-
ical function of development; this compares how well two 
different designs conserve resources in the development of 
land. This is known as ecosystem planning [12].  

This system have not been able to solve the problem of ur-
ban sprawl especially energy used for transportation. Other 

T 
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method (ecosystem indicator) measures human impact on the 
environment. This requires collection of data over time and 
comparison of such data on different types of development. 
Good as it may look; it does not present useful information 
itself well for planners to use in the area of providing useful 
information for sustainable development. Third is the meas-
urement of sustainability of established project against 
laydown criteria for development such as Green Building 
Council’s LEED certification process [18]. The LEED sustaina-
bility criteria establish benchmark for building and process of 
neighbourhood certification in USA. Though it is a criterion, it 
is only used for architectural and building design sustainabil-
ity process. The forth approach combine various environmen-
tal impact in the determination of its usefulness over time. 
This process compares the building design and consumption 
pattern of different land use [27]. 

[25] defined Ecological Footprint as “total area of productive 
land and water ecosystems required for producing the resources that 
the population consumes and assimilating the waste that the popula-
tion produces, wherever on earth that land and water may be locat-
ed”. The overall impact of man on the environment in relation 
to its carrying capacity is the important aspect that Ecological 
Footprint considerations [5]. The calculation of Ecological 
Footprint of nation or city requires the difference between bio-
capacity of the area compared to the rate of consumption of 
such resources to determine whether the population is living 
sustainably. [10], indicated that the average global Ecological 
Footprint is 2.7gha while the bio-capacity is 1.8gha which 
leaves deficits 0.4gha. This implies that there is overshoot in 
the consumption pattern and if care is not taken, there will be 
depletion in the natural resources and the world will become 
unsustainable. [11] reports that the world has overshoot by 
25% as at 2003. The process of calculating Ecological Footprint 
incorporates all bio-productive tendencies of all land using 
equivalent factors. The unit of Ecological Footprint is stand-
ardized and expressed as global hectare (gha) of world-
average productivity. 

Ecological Footprint has come to be one of the clear 
measures of sustainability due to its calculation of impact of 
human behaviour on the natural ecosystem [25]. Majority of 
the Ecological Footprint at present are done at national and 
international level with little on city level [19]. There is need to 
study Ecological Footprint at local level especially of individ-
ual or neighbourhood as case might be. This research focuses 
on Ecological Footprint of two housing estates in Minna.     
 
2.0   STUDY AREA 

This paper focused on the lifestyle of the people of Minna 
and the consumption habit of the people to measure whether 
the city is sustainable or not within the global ecological limits. 
It has in its objective the examination of the socio-
demographic and economic survey of inhabitant of Minna, 
assessment of household Ecological footprints in relation to 
food, housing, transportation, goods and services and the 
waste generation in the city. It also evaluates the consequential 
effect on consumption pattern and the waste management 
style in Minna. 

This section examines Minna in relation to location, popula-

tion, people, land use, economic and other activities in the city. 
Minna lies at latitude 9037’ North and longitude 6033’ East on a 
geological base of undifferentiated basement complex of main-
ly gneiss and magmatite. To the Northeast of the city a more 
or less continuous steep outcrop of granite occurs limiting any 
urban development in that direction [34]. But the event of ur-
banisation has led to the encroachment of the base of the out-
crop for urban development. The city of Minna has grown 
from a mere settlement to a city that now has a dual function 
of Niger State capital and the headquarters of Chanchaga Lo-
cal government. Due to expansion of the city Minna has now 
have part of Bosso Local Government as part of it. This implies 
that Minna has two different local governments (Chanchaga 
and Part of Bosso LGA). 

The present city today is widely spread along the main 
spine dual carriage road from Chanchaga in the south to 
Maikunkele in the North- a distance of about 20Kilometres. 
There is uneven development of the city (Low development at 
the North-East) due to steep slope, erosion, and flooding and 
soil type. The other constraints are drainage valley at the cen-
tre of the city which flow South-Westward with many minor 
drainage channels, this has cause flooding in the city in recent 
past. The land that lies beyond the present built p are suitable 
for urban development, especially at the fringes, but this re-
quires careful planning to keep the engineering costs of cul-
verts, bridges, embankments and drainage work as reasonable 
as possible. Minna is approximately 170 Kilometres from Abu-
ja the Federal Capital. It covers an approximately 70,000 Ha of 
land at the present development. The map of Study area is 
shown thus in figure 1 and 2 thus: 

 
Figure 1: Map Nigeria showing Niger State 
 



 

 

 
Figure 2: Map of Niger State showing study area 

3.0  METHODOLOGY 

The use of both primary and secondary data was used in the 
analysis of the research. The two estates have been fully de-
veloped which make it possible to collect necessary infor-
mation from the residents of the estate. There is the use of 
structured questionnaire to conduct the survey from the resi-
dents and information from the ministry of land which is the 
main implementer of the project. The use of Ecological Foot-
print spreadsheet for calculation was formulated by [31] and 
made available by redefine organization was use (Household 
Ecological Footprint 2.0 by redefine.org). This sheet estimates 
the Ecological Footprint of households within the neighbour-
hood. The Ecological Footprint of each estate was calculated 
using the physical and consumption variables so as to deter-
mine the estimate of household and the per capita Ecological 
Footprint. The physical parameters used are the land for de-
velopment of each neighbourhood and the material consumed 
for the construction of the buildings, the lifestyle and con-
sumption habit of the inhabitants of the two neighbourhoods. 
The lands for building material include space for road, build-
ing, parking space, walkways, courtyards etc.  

Minna is assumed to have a bio-capacity that can be used to 
determine the bio-capacity of the two estates. The main focus 
here is comparative value of environmental effect on the city. 
The building used are based on design model of the estates 
(that it its size). There was also inclusion of parking, building 
and courtyards to determine the per capita consumption. The 
total Ecological Footprint was then calculated and divided by 
the number of building in each estate (500 in M.I Wushishi 
and 400 in Tunga Low cost estate respectively) to estimate the 
Ecological Footprint of individuals. The consumption data 
used was average Footprinting of Nigeria due to dearth of 
data on consumption pattern of the study area. 

The consumption focuses on food, automobile, and utilities 
(electricity and water consumptions) because it is the major 
consumption variables that show higher energy used on daily 
basis and which can easily be estimated. A total of 360 and 370 
households were sampled using systematic random sampling. 
The sample size was arrived to from [17] estimate. The data on 
food consumption was obtained from household expenditure 
on food. Transport energy, water and electricity usage was 
also obtained. These include the number of cars owned by 
each household and alternative usage to public electricity 

supply and alternative water supply. Information on total 
number of employed people per household, total households 
working, distance to place of work, the type of cars. The fuel 
used was determined using average of 10 Km per litre [6, 7, nd 
8]. The amount of water used, the electricity and fuel for gen-
erators were also estimated on yearly basis as obtained from 
the household consumption. 

   
4.0   RESULT AND DISCUSSION 
4.1   Ecological Footprint Analysis 

The population of the two (M.I Wushishi and Tunga Low-
cost) estates according to 2006 National and Housing census of 
Nigeria put them as 5,000 and 9,856 people respectively. This 
is then segregated to 1,110 and 1,816 households respectively, 
this implies that the average per household vary between 5 
and 7 people per household [20]. 

The analysis of the total number of building and types of 
development indicated that there is difference in the design of 
both estates as shown in table 1 below. 

 
Table 1: Design Types of Buildings in the Estates 

Design                        M.I Wushishi                  Tunga Low-Cost 

Total Land Size                68.84 Ha                                 44.65 Ha 
Gross Density                       8.9                                            3.6 
Dwelling per Hectare          2.4                                             4.2 
Type of Dwelling         3-4 Bedroom Flat     1-2 Bedroom Flats 
Future Development           24.8%                                        Nil 
Road Construction              14.0%                                      10.0%      

Source:  Authors Field Survey, 2012 
The design density shows that the gross density per acre of 

land is 8.9 in the Tunga Low-cost due to age of the estate and 
the number of people per building, while M.I Wushishi has 
density of 3.6. The space provides for parking and road con-
struction is higher in Tunga estate compared to M.I Wushishi 
estate (14%). The space p provided for road construction has 
been encroached and change into the physical appearances of 
the building as alter the plan of the estate. The future devel-
opment can only take place in Wushishi estate (about 25%) 
while the whole land in the Tunga estate has been developed 
due to its situation at the centre of the city.  
 

4.2  Land-use Analysis 
The land use of the two estates shows contrast due to the 

age of the estates and location of each estate. The Tunga estate 
was developed in the 1980s while Wushishi was developed in 
2009. The land use pattern shows that the Tunga Low-cost was 
developed using typical suburban development which covers 
completely the estate with houses, roads, parking and corner 
shops. This is contrary to Wushishi which have space for rec-
reation and open spaces and area for future development. 
There was no fence in Tunga estate while Wushishi estate was 
fenced. The majority of the inhabitants of the Tunga estate are 
civil servants while the inhabitants of the Wushishi estate are 
politicians, technocrats and high income earners.  

 
4.3    Ecological Footprint Analysis 

The principle of Ecological Footprint indicated that a com-
pact neighbourhood have lower Ecological Footprint and vice 



 

 

versa [19]. The analysis of the total land used shows that 
Tunga Low-Cost has 44.65 Ha of land and M.I Wushishi estate 
has 68.84 Ha of land. This translates to 3.6 acre per person in 
Tunga Low-cost and 8.9 acre in Wushishi estate. This implies 
that Tunga Low-cost have 0.94 gha as Ecological Footprint 
while Wushishi have 1.15 gha as its Ecological Footprint. This 
is shown in table 3: 

 
Table 2: Ecological Footprint Analysis of the estates  

Variables           M.I Wushishi                          Tunga Low-Cost 
                      Area (ha)   Percentage         Area (ha)    Percentage 

Road                       9.64        14.0                      4.47                10.0 
Buildings             37.17        54.0                     37.51                84.0 
Parking                  0.34          0.5                       0.45                  1.0 
Open space           0.69          1.0                        0.89                  2.0 
Foot path               0.14          0.2                        0.45                  1.0 
Recreation             2.75          4.0                        0.89                  2.0 
Courtyard             0.35           0.5                       0.00                  0.0 
Future Dev.         17.76        25.8                        0.00                  0.0 
Total                    68.84       100.0                      44.65              100.0 

Average EF      0.98ha  (2.49 acre)                  0.94   (2.39 acre) 

     Source: Author’s Field Survey, 2012 
 
The variable that contributes greatly to Ecological Footprint 

is the building which account for 68.2% in Tunga Low-cost 
and 83.5% in M.I Wushishi estate due to building material and 
total material used. But there is difference in Ecological Foot-
print (0.98 Ha in Wushishsi and 0.94 Ha in Tunga Low-cost). 
There is large courtyard in Wushishi while it is minimal in 
Tunga Low-cost due to illegal conversion of land for building 
purposes. The percentage is 4.0% and 2.0% respectively in the 
land use analysis. 
 
4.4  Per capital comparison of Consumption and Build-

ing Types 
The calculation of Ecological Footprint of three variables of 

building form which is important to households is calculated. 
They are the building, parking and courtyards and the behav-
ioural pattern of households consumption for food, utilities 
and transportation energy. Table 3 shows the analysis of the 
Ecological Footprint 

 
Table 3: Per capita Ecological Footprint for built form      

Types of                           Bld. size        EF                   Ave. EF  
Building                            (m2)               (gha)                  (gha)                                                        

Wushisi  4 bedroom         700              1.01                       0.98 
               3 bedroom            600              0.95 

Tunga     2 bedroom          350              1.00                      0.94 
                1 bedroom           550              0.88 

Source: Authors Field Survey, 2012 
 

The Ecological Footprint of building indicated that per capi-
ta index for housing range between 1.01 and 0.95 in Wushishi 
Estate and 0.88 and 1.00 in Tunga Low-cost. The implication of 
this corroborates the[4] that compact cities reduces environ-
mental impact and also put forward by [32] that compact cities 
support Ecological Footprint. The total land developed in 
Tunga Low-cost is lower compared to the Wushishi estate. 

This is does to higher density of land 80% in Tunga and 54% 
in Wushishi. 

Electricity consumption in Tunga Low-cost is lower than 
that of Wushishi estate. This was obtained from the electricity 
bill payable by households in both estates and the record of 
[23]. This is in line with the fact that compact buildings uses 
less electricity compared to bogus buildings as seen in the 
Wushishi estate. Also the number of rooms and other appli-
ances used by the households in both estates lso affect the en-
ergy consuption. Other factors that affect electricity consump-
tion in both estates include income level, lower occupancy 
ratio. Table 4 indicated the average electricity and water con-
sumption by type of buildings in both estates. 

 
Table 4: Average Utility Consumption by Households  

Estate                 Ave. Electricity (KWh)           Ave. water (litre) 

Tunga   1 bedroom       112                                          1,200 
            2 bedroom        180                                          1,800 

Wushishi 3 bedroom    230                                           2,500 
               4 bedroom    270                                           4,400 

Source: Authors Field Survey 2012 
     

There is inadequate calculation for water consumption in 
both estates due to epileptic nature of urban water supply and 
residents depends mainly on alternative source of water 
which therefore limits its usage and accurate estimate. There-
fore, the Ecological Footprint of these utilities is about 1.4ha 
and 1.8ha respectively. 
 

4.5 Ecological Footprint of Food, Transport and Utilities 
There is difference in the food consumption in both estates 

due to income level and household size. The variables that 
constitute the food vary and all the variables are combined 
together for the analysis. The people of Tunga Low-cost eat 
less meat compared to the Wushishi estate and consume more 
of vegetables. There is also high consumption of milk, yo-
ghurt, eggs etc. in Wushishi estate. The average consumption 
of food constituted in Ecological Footprint need some assump-
tions because of local content. The assumptions are 

(i) Low organic/local content 
(ii) Average organic/local content 
(iii) High organic/local content 

Comparing these assumptions indicated that people of 
Wushishi use high organic content, which are packaged food 
items than people in Tunga Low-cost. The average Ecological 
Footprint shows that Tunga estate is 0.94gha while Wushishi 
have 1.15gha. 

The assumed fuel usage per household in the transportation 
and alternative power supply during outage of public electric-
ity supply shows that it is higher in the Wushishi estate be-
cause it is far from workplace of the residents thereby making 
them to have high number of vehicles compared to Tunga es-
tate. The average number of vehicle in Wushishi is about 3 
cars per household whereas it is about 1 car per household in 
Tunga estate. Also the people of Tunga estate enjoy more elec-
tricity supply than Wushishi estate which makes them to de-
pend less on generators. Almost all the households in 
Wushishi have generating set which make them to buy more 
fuel to power the machine whereas only few households in 



 

 

Tunga estate have the generating set. The analysis of average 
fuel consumption per household during electricity outage is 
about 400 litres per month while it is about 180-200 litres per 
month in Tunga Low-cost. Table below shows the average fuel 
consumption per household 

 
Table 5: Average Fuel Consumption per Households 

Estate                                 Wushishi Estate       Tunga Low-cost 

Ave. number of Cars                         3                               1 
per Households                       
Ave. number of                                   1                               0.4 
Generating sets                                
Ave. litre of Fuel consumed      380-400                    180-200 
per households          
Ave. cost of Fuel        N 24,700 –N 26,000       N 9,750 – N 13,000 
per month                   

     Source:  Authors Field Survey, 2011 
 
4.6 Per-capita Comparison Based on Selected Residen-

tial and Consumption Components 
The analysis of per-capita Ecological Footprint when calcu-

lated from the consumption patter of people in these estates 
depend on households income and types of residents they 
occupy and the consumption of food, travels by different 
mode of transportation, electricity and water. The analysis is 
shown in table 6. 
Table 6: Per-Capita EF of building Form  

Estate                       Type of          Dwelling      Yards       EF per 
                               Dwellings       Size(m2)        Size(m2)      Acre 

M.I Wushishi     4 bedroom Flat      700              200             1.15 
                             3 bedroom Flat      600              150             1.02 
                              2 bedroom Flat     380                70              0.98 
Tunga       3 Bedroom Detarched    350                 50             0.94 
                   2 Bedroom semi-D         550               100             0.92 
                    1 Bedroom Semi-D       250               100             0.88 

Source:  Niger State Ministry of Land and Town Planning, 
2010. 
 

The Ecological Footprint as shown in table 6 indicate the dif-
ferent construction of dwellings in the estates and shows the 
per-capital Ecological Footprint that ranges between 1.15gha 
and 0.98gha in M.I Wushishi estate for building measuring 
between 700m2 and 380m2 respectively. Also the Ecological 
Footprint of dwellings in Tunga Low-Cost implies that it 
ranges between 0.94 and 0.88 from building of sizes between 
350m2 and 250m2 respectively. This indicated that a compact 
Tunga Low-Cost estate is more sustainable and corroborated 
the findings of [34 and 4] that cities have an opportunity to 
reduce their environmental impact by encouraging higher 
densities. 

Another factor considered in the sustainability measure of 
the two estates is the consumption of amenities in the dwell-
ings, the average water consumption; electricity consumption 
and petrol consumption by inhabitants of these estates are 
shown in figure 3 thus: 

 

 
Figure 3: Consumption of Resources by Households per-

Capita 
Source: Author’s Field Survey, 2012 
 
This implies that the average consumption of these ameni-

ties in Tunga Low-Cost is lower than the M.I Wushishi estate 
due to factors such as the household size, lifestyle, income 
level and ability of households to spend on these utilities. All 
these activities constitute what make the Ecological Footprint 
to differ in these estates despite the fact that they are situated 
in the same city of Minna. 

The survey conducted has its own limitation which range 
from Ecological Footprint as an assessment tool for urban de-
velopment because it is not easy to combine the dwelling form 
with consumption habit of the inhabitants from the onset. This 
though have effect on the environment, there is no adequate 
data to relate these variable together. The Ecological Footprint 
calculation for individual, household and neighbourhood dif-
fers due to resources consumed the ability to afford the re-
sources and the lifestyle adopted by households. Many of the 
resources consumed cannot be measure directly as it requires 
modification to suit Ecological Footprint calculation. Another 
dimension to this problem is the estimation of food consumed 
by households from different sources. Indeed, most of the data 
for food would necessarily come from self-reports, which are 
well known to have limitations in terms of accuracy and com-
pleteness [22, 32].  

Data for Origin-Destination is not available to determine ac-
curacy of the distance covered by households annually which 
are estimated based on the availability of cars to households 
and ability of the households to afford the cost of transporta-
tion.  
 

5.0   CONCLUSION 
The analysis shown above indicated that there is different 

estimates of Ecological Footprint of different neighbourhood 
of a city rather than estimating the city’s Ecological Footprint. 
There is more analysis to be able to generalize the EF of a par-
ticular city in developing countries as dearth of data is a prob-
lem in the process of calculating the Ecological Footprint. The 
Ecological Footprint per-capital in Tunga Low-Cost is lower 
than the M.I Wushishi estate, but the difference is negligible 
and could be due to several factors such as consumption habit, 
lifestyle, household size, availability of private cars, parking 
etc. and building form. The most contributing factor to EF is 
what the household consume; therefore, there is critical need 



 

 

to review the building design and lifestyle to determine the 
overall EF of a particular neighbourhood. Due to compactiness 
of Tunga Estate it may reduce the EF and consideration must 
be giving to how the way we build our cities influences con-
sumptive behaviour.  

What this implies that the urban planners and designer has 
to be abreast of necessary information that will allow them to 
design a city that will be sustainable and consider consump-
tion and lifestyle of the inhabitants of such city or neighbour-
hood.  

In addition, the study illustrates that Ecological Footprint 
could play a useful role in conducting such assessments, by 
documenting some of the behaviours that are most crucial to a 
person’s total environmental impact and how they are related 
to design and built form. The Ecological Footprint tool was 
deemed to have considerable promise as a neighbourhood 
planning tool, despite challenges associated with data assem-
bly and conversion and limitations in its ability to deal with 
cause-and-effect processes. 
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Impact of public space utilization frequencies 
on tacit knowledge sharing 

KAYODE OLORUNTOBA, MOHD HISYAM RASIDI, ISMAIL SAID 
 

Abstract— Public space influence on knowledge sharing acquisition has become an interesting issue among knowledge management, urban land-

scaper, and knowledge based development researchers. Thus, this study aim to investigate the contributing influences of the degree of public space 
usages on tacit knowledge sharing.  Cyberjaya Malaysia was considered as the study area having been adjudged as a high technology park that foot-
hold in knowledge sharing for its knowledge based development. A total of 384 survey questionnaires were administered by the residents of the study 
area in various public spaces within the city to collate the respondent’s perception on their degree of public space utilization in relation to tacit knowledge 
sharing behaviour. Validated variables were adapted to measure knowledge sharing while the frequencies of public space utilization were measure with 
the user’s degree of visits to public spaces. Data collated were analysed with statistical packages for social science “SPSS” to access the differences 
and similarities in respondents perception. Our findings revealed that the frequencies at which people utilized public spaces exhibited similarity differ-
ences in their tacit knowledge sharing tendencies. Human attitudes towards sharing their knowledge indicated to require much social interactions and 
public space utilization. 

 

Index Terms— Cyberjaya, Human attitudes, Knowledge based development, Knowledge sharing, Public space, social interactions 

Tacit knowledge 

——————————      —————————— 

1 INTRODUCTION                                                                     

ublic space can be considered as all social spaces that is 

easily accessible to users on non-conditional basis [1]. Pub-

lic spaces are not just open spaces. Public space is character-

ised by the facilities, and infrastructures that geared towards 

providing comfortable natural environment for the users. The 

forms and settings of public space provide a defined demarca-

tion from other surrounding of the city. Public space consists 

of numerous social spaces within the realm of a city. In the 

context of science or technological city, public space encom-

pass majorly the communal spaces, public squares and urban 

courtyards, and the extended public parks that characterised 

in high tech amenities and facilities. It’s served as a natural 

area that accord users the common sense of environmental 

appreciation [2]. In a landscape perspective, Public space is a 

tool that capable of attracting human mind and patronages. It 

provides avenue for human contact and togetherness. Human 

social discussion and interaction is foothold in the availability 

of natural environment [3].  When people visited public 

spaces, they meet others public space users which set a good 

platform for human contacts. However, human contact en-

courages interaction while social cohesion is an offshoot of the 

integration [4]. Thus, Informal study does occur when there’s 

a group interaction. The meaningfulness of an area can be link 

with the public space standard. When a city has well main-

tained and high quality public spaces, users continue to in-

crease and more people continue to visit the city and develop 

good idea about the area. Therefore such users psychologically 

developed good sense of association and images for the city. 

The potential of public space to facilitate social cohesion ne-

cessitates that it has an association with knowledge sharing. It 

has been argued that experiences sharing occur through hu-

man interactions [5] and public spaces provide an effective 

avenue for human social interactions [3], [5]. Therefore public 

space can be considered as an important tool for knowledge 

sharing. Human frequents contact develop social interaction 

that gives rise to social cohesion and social capital needed for 

sharing.  

1.1 Study area 

Cyberjaya is a modern science city that was designed to es-
tablish and sustained the Malaysia multimedia super corridor 
center. The conception of Cyberjaya originates from a study by 
management consultancy McKinsey towards Malaysia multi-
media super corridor. The city was commissioned by the Fed-
eral Government of Malaysia in 1995 [24]. Cyberjaya is situat-
ed in Sepang, Selangor and about 50 km south of Kuala Lum-
pur Malaysia. It occupied about 28.94 square kilometers of 
land with population of around 45,000 that comprises of 
19,000 of workforces, 16,000 of students, and 10,000 that are 
residents [25]. 

 
 

2 TACIT KNOWLEDGE  

Knowledge involved the act of exchanging the know-how 

among people for the purpose of rendering assistance or by 

way of solving problem [6).  Its involve getting to know about 

untold fact and skills. Validated information becomes knowl-

edge [7]. Thus, knowledge can either be explicit or tacit. Ex-

plicit knowledge is obtained through analytical or scientific 

reasoning via the course of formal training. Tacit knowledge 

encompasses the act if gaining knowledge through experi-

ences and interaction that occur among group of people.  It’s 

often informal and subjective [8] as it hinged on the social 

cognitive of people. However, tacit knowledge has held the 

power for innovation and technology productivity. Tangible 

knowledge can be obtained through group discussion and 
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experience exchange [9]. It’s strongly rooted in human action 

as in difficult to be coded or store in explicit form. Human 

social environment is required for effective tacit knowledge 

development since individual or group of people can acquire 

tacit knowledge through social interactions [9]. Therefore, so-

cial interactions constitute a major factor that facilitates tacit 

knowledge.  

3 KNOWLEDGE SHARING 

Knowledge sharing encompasses the transfer of rele-

vant ideas among people. It’s a process that involve individual 

or groups of people sharing there know- how, experiences and 

skills among others that were in need [10]. In recent time, nu-

merous researches have emphases on the significant of knowl-

edge sharing in innovation [11], [12].  Valuable part of 

knowledge resides in the tacit knowledge [13]. Knowledge 

without sharing retards development and limit the develop-

ment of such knowledge itself. It’s through sharing that 

knowledge expanded and becomes productive. One of the 

easier channels for firms and organizational innovation and 

technological development is through knowledge sharing [14]. 

Knowledge sharing provides conducive avenue for competi-

tive advantage [15] and refined professionalism. In the context 

of science city, knowledge sharing can be defined as ex-

changes or transfer on individual or group know – how 

among others that exhibits social bond and cohesiveness 

within a defined environment. 

 

4 METHODOLOGY AND MEASURES 

In this study, 384 questionnaires were administered to collate 

the regularity of respondent frequencies of visit to public 

space.  The regularity of respondent utilization of public space 

were categorized on  everyday visit; twice a week visit; week-

ly visit; monthly visit; and occasional visit  graded with Likert-

scale ratings of 5 point to 1 point for everyday visit to the oc-

casional visits to public space respectively. Knowledge-

sharing was measured by three constructs (subjective norms to 

share knowledge, attitude to share knowledge, and intention 

to share knowledge), adopted from [16], and [17]. The collated 

data were analyzed using “ANOVA” analysis of variance to 

obtain the data average mean, and the groups mean discrep-

ancies. Attitude toward sharing encompasses transferring 

knowledge and experience that arising from individual de-

sires to share. Subjective norms to share are as influence by 

others friends or community associates to share. Intention to 

share can be define as the degree of human belief that will be 

engaged in the knowledge sharing behavior. Hence, the test of 

data reliability was done using Cronbarch’s Alpha while data 

collated consistency was tested using factor analysis. 

 

5 ANALYSIS AND DISCUSSIONS 

5.1 Demographical survey 

Demographical influences of resident’s status of age, 

and gender were used to explore their effects on public space 

utilization. The finding consisted with literature that hypothe-

sized knowledge city as a community of advanced literacy 

residents [18], [19].  Higher fractions of respondent were uni-

versity degree and post graduate degree holders having 66.1% 

and 17.7% respectively as showed in Table 1. The population 

percentages of the male and female respondents recorded 

65.3% and 34.7% respectively thereby reflecting a gender justi-

fication.  
 
 

Table 1.  Demographical valuation 

Measure Items Per 

cent 

(%) 

Gender Male  

Female 

66.4 

33.6 

Residents Status Yes 

No 

75.5 

24.5 

Duration of 

Residents 

0 – 3yrs 

4 – 6yrs 

7 – 9yrs 

10 yrs. and above 

28.9 

18.2 

41.9 

10.9 

Educational 

status 

 

 

 

 

Types of public 

space visited 

 

 

High School or equivalent 

undergraduate 

graduate 

postgraduate degree 

 

neighbourhood/communal 

spaces- 

public parks- 

public square/urban

 cluster court-

yards- 

other(canopies, entrance 

porch, etc.) 

2.1 

14.1 

66.1 

17.7 

 

 

56.3 

10.9 

 

16.7 

 

16.1 

N =384 
 
 

6 ANALYSIS AND RESULTS 
Cronbarch’s Aphal of the variables exceeded 0.700 

which demonstrating reliable value [20]. The confirmatory 

factor analysis (CFA) applied to check the measurement 

model variables as recommended [21]. The indicators factor 

loadings were all significant at 0.01 which is considered as 

good model [22]. One-Way ANOVA (Analysis of variance) 

applied to measure collated data. Thus, statistically significant 

different was establish between the five levels of public space 

visitations indicators in relation to knowledge sharing measur-

ing constructs (subjective norm to share knowledge, intention 

to share knowledge, and attitude to share knowledge). 



 

 

The analysis of variance showed that; subjective norm 

to share knowledge exhibited F (4, 379)= 636.864, p = .000. In-

tention to share knowledge exhibited F (4, 379)=13.412, p = 

.000. Attitude to share knowledge exhibited F (4, 379) =459.009, 

p = .000 as showed in Table 2.  

 
 
 

            
              Table 2.  One-Way Analysis of Variance Summary Table Comparing respondents  
               Public space visitation on Knowledge sharing 

Source Sum of 

Squares 

df Mean 

Square 

F p 

Subjective 

norm to share 

knowledge 

Between Groups 245.787 4 61.447 636.864 .000 

Within Groups 36.567 379 .096   

Total 282.354 383    

Intention to 

share 

knowledge 

Between Groups 8.189 4 2.047 13.412 .000 

Within Groups 57.851 379 .153   

Total 66.040 383    

Attitude to 

share 

knowledge 

Between Groups 461.309 4 115.327 459.009 .000 

Within Groups 95.225 379 .251   

Total 556.533 383    

 
 

In Table 3, all the public space degree of usages indi-

cators exhibited statically significant on knowledge sharing 

constructs except the subjective norm to share knowledge that 

exhibited non-significant mean of 1.9 to respondents that visits 

public space on occasional basis. Also, attitudes to share 

knowledge exhibited non-significant to those respondents that 

visit public spaces on monthly and occasional basis (See Fig-

ure 3). People’s intention to share knowledge exhibited aver-

age mean of 4.2 to 4.5 that indicates high significant to occa-

sionally visit, monthly visit, weekly visit, twice a week visit, 

and daily visits to public.   

            
          Table 3. Means and Standard Deviations Comparing public space visitation indicators     

Community Attachment Variables Degree of Public Space 

Visits 

Number of Re-

spondents 

Mean SD 

Subjective norm to share 

knowledge  

  

  

  

  

 Occasionally 59 1.9379 .35274 

Monthly 120 4.1222 .27983 

Weekly 58 4.0230 .24868 

Twice a week 100 4.0733 .31633 

Daily 47 4.4255 .37880 

Total 384 3.7960 .85861 

Intention to share knowledge  Occasionally 59 4.4271 .36852 

 Monthly 120 4.2400 .38944 

weekly 58 4.1517 .41263 

Twice a week 100 4.1760 .40129 

Daily 47 4.5957 .36946 

Total 384 4.2823 .41524 

Attitude to share knowledge  Occasionally 59 2.0305 .75275 

 Monthly 120 2.1200 .47697 

weekly 58 4.1862 .31313 



 

 

Twice a week 100 4.2160 .46509 

Daily 47 4.5234 .42437 

Total 384 3.2583 1.20544 

 
 

The Post hoc HSD Test was used to compare mean 

difference of verified variables. It was shown that the signifi-

cant mean differences occur among respondents that visited 

public space on daily basis and those respondents that do vis-

its public space on weekly, twice a week, monthly, and occa-

sionally basis (See Table 4). Table 4 reflect the Post Hoc HSD 

summary of the respondent’s knowledge sharing behaviour. It 

indicates that the respondents perceptions defers on their un-

derstanding and responses to knowledge sharing in the con-

text of the degree on public space visitation. On the basis of 

occasional visits to public space, the respondents demon-

strated no significant differences with those that do visit pub-

lic space monthly, weekly, twice a week, and on daily basis. 

 

 
                         Table 4. Post Hoc table of group differences 

 How often do you visit the 

public space?  

Mean Difference 

(I-J) 

occasionally 

 

Monthly .18712* 

Weekly .27539* 

Twice in a week .25112* 

Daily -.16863 

Monthly 

 

vocationally -.18712* 

Weekly .08828 

Twice in a week .06400 

Daily -.35574* 

Weekly 

 

Occasionally -.27539* 

Monthly -.08828 

Twice in a week -.02428 

Daily -.44402* 

Twice in a week 

 

Occasionally -.25112* 

Monthly -.06400 

Weekly .02428 

Daily -.41974* 

Daily 

 

Occasionally .16863 

Monthly .35574* 

Weekly .44402* 

Twice in a week .41974* 

  
 

Table 5: Summary of significant relationships among tested variables 

Community Attach-

ment Variables 

Degree Of Public Space Visitation 

Daily 

Visit 

Twice a 

Week Visit 

Weekly 

Visit 

Monthly 

Visit 

Occasionally 

Visit 

Attitude to share 

knowledge 

        

Subjective norm to 

share knowledge 

         

Intention to share 

knowledge 

          

 

 

 

7 DISCUSSIONS AND CONCLUSION 

This study indicates that knowledge sharing is ob-

tainable in public spaces as primary social place. Human in-

tention to share knowledge as part of the knowledge sharing 



 

 

determinants can be obtained through public space usage. The 

respondents in the study area demonstrated that occasional 

usage of public space is capable of trigger their intention to-

wards sharing of knowledge among friends and co- workers. 

However, intention to share knowledge cannot independently 

determined people actual knowledge sharing behaviour. As 

such, attitudes towards sharing of knowledge and the subjec-

tive norm towards sharing knowledge should be considered 

as well. In this study, people’s attitudes to share knowledge 

reflect no significant relationship with monthly visit, and oc-

casional visit to public space. Daily visit, weekly visit, and 

twice a week visit are the minimum requirement exhibited by 

human attitude towards sharing of knowledge in the study 

area. Subjective norm to share knowledge exhibited significant 

relationship with daily visit, twice a week visit, weekly visits, 

and monthly visits to public space but demonstrated poor sig-

nificant relationship with occasional visits to public space. 

Therefore, it’s of importance to argue that the respondents in 

this study area needed to be utilizing public spaces at the 

minimum visits of monthly basis to develop subjective norms 

among others towards sharing of their knowledge.  

Visiting social places and engaging in social activities 

in public space provides opportunity to meet others and facili-

tates trust and confidence among neighbours. Constant rela-

tionship can facilitates social bonds and close familiarity [26].  

Familiarity refines human minds and ideas of others about life 

and taught. Therefore, it implies that much of time is needed 

for people to develop habit that capable of shaping their sub-

jective norms. The result of this study supported the afore-

mentioned as it indicates that subjective norms prove unat-

tainable in the situation where the people choose to visit social 

places (public space) only on occasional basis. More so, indi-

vidual attitudes to share knowledge demonstrated to be more 

time demanding to acquire among the respondents. Attitudes 

associated with human personal ways of reacting to issues, it’s 

has much to do with the state of human minds. Therefore, so-

cial contacts and mutual relationship are required in reshap-

ing human inborn characters and attitudes. The frequency in 

human interaction and friendship possess the potential to in-

fluence their attitudes.  Monthly and occasional visits to public 

spaces proved not sufficient to facilitate human attitudes to-

wards sharing their know-how among others (See Figure 5). 

Therefore, our findings revealed that human attitudes is 

needed more social engagement. Thus, public space remains a 

freely accessible social arena in every community and urban 

centres. Regular visits to public space can develop sharing 

habit among neighbourhood and groups of users. The study 

area has been adjudged as a high technology park that foot-

hold in knowledge sharing for its knowledge based develop-

ment [23]. Its advised that knowledge community and techno-

logical oriented cities that foothold in knowledge sharing 

should imbibes in public space frequent utilization culture as a 

functioning tools towards knowledge sharing actualisation 

while public space should be accord outstanding considera-

tion in the urban and rural dwellers community. 
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E-Learning Acceptance among Tertiary 
Education Students 

Lee Nyuk Ling, Lee Yoke, Nik Kamariah Nik Mat 
 

Abstract— In current year, e-learning received special attention from higher education in implementing distance learning courses. 
Therefore, in this study, we examined the factors influence the acceptance of e-learning among tertiary education students. The 
factors tested were results demonstrability, performance expectancy, effort expectancy, and social influence.  A total of 213 
respondents received from several private higher education learners in Malaysia who are currently pursuing Certificate, Foundation, 
Diploma and Degree.The findings of this study revealed that results demonstrability and performance expectancy is significant 
positively influence the acceptance of e-learning. Whereas, effort expectancy and social influence is insignificantly influence the 
acceptance of e-learning. 
 

Index Terms—E-Learning, effort expectancy, performance expectancy, results demonstrability, social influence 

———————————————————— 

 

 
1.  Introduction 

The term e-learning referred to the learning 

methodology using any electronic as a delivery medium. 

E-learning can be synchronous in which participants have 

to attend online sessions on particular time [1]. There are 

so many synonymous of e-learning like web-based 

learning, e-education, open-learning, open courseware, 

and virtual education.  The other type is asynchronous in 

which participants do not need to attend any classes and 

follow restricted time for attending class. In November 

2005, the Sloan Consortium published a report on e-

learning and defined “online learning” or “e-learning” as 

a learning in which 80% to 100% of the content is using 

Internet as a medium of delivery [2]. 

In current year, due to the rapid growth of web-

based technologies and high usage of Internet have made 

learning and teaching via the e-learning more feasible.  E-

learning (on-line learning, web-based learning or internet 

learning) is a method which developed from distance 

education. It has received special attention from higher 

education in implementing distance learning courses. 

According to Chai and Poh [3], e-learning is the most 

recent evolution of distance learning that creates, delivers, 

fosters, and facilitates learning, anytime and anywhere, 

with the use of electronic technologies as a medium of 

instruction in distance learning. However, distance 

participants need to be ready for this type of learning 

tools as past experiences showed that new technologies 

do not necessarily lead to major enhancement in 

education [4].  According to Raja Hussain [5], due to the 

increase in demand for higher education, many 

institutions in Malaysia have planned for e-learning. A 

number of distance learning higher education institutions 

such as Wawasan Open University and the Open 

University of Malaysia had emerged in the growth of 

distance learning in Malaysia [6]. Meanwhile, O’Malley [7] 

reported e-learning as method distance learning is being 

promoted as the educational medium of the future. 

E-learning allows a new way for many adults who 

have been tied up with many commitments in life and 

facilitate them to learn anytime and anywhere they want 

at their flexibility and convenience. Access to learning via 

the Internet has made physical or geographical 

limitations no longer a critical issue for adults to enroll in 

any course with any university where e-learning 

opportunities are available. Many past studies showed 

positive results on the acceptance of e-learning by 

working adults.  However, not much has been found on 

the acceptance of e-learning by young students. 

 

2. Literature Review 
According to a several studies on information 

technology systems [8], [9], [10] and the technology 

acceptance model (TAM) proposed by Davis [11], can 

efficiently explain and predict learners’ intention and 

behaviour. Chang et al. [12] investigated on perceived 

convenience in the extended TAM for examining the 

technology acceptance model of the mobile learning 

activities. Besides that the antecedent factors (perceived 

ease of use and perceived usefulness) that affected 

acceptance of English mobile learning were also 

examined.  The results showed that perceived 

convenience positively affected attitude towards using 

but indirectly affect continuance intention to use through 

perceived usefulness and attitude toward using.  

Chai and Poh [3] studied on criteria such as program 

content, web page accessibility, learner’s participation 

and involvement, web site security and support, 

institution commitment, interactive learning environment, 

instructor competency, and presentation and design to 

identify successful criteria in implementing an e-learning 

program in Malaysia. All the factors were deemed 

important for the successful implementation of e-learning 
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program. Meanwhile, Selim [13] studied on four main 

critical factors (student, instructor, information 

technology, and university support) and reported all the 

factors deemed as critical determinants of e-learning 

acceptance. Apart from that, there were some researcher 

found that a number of factors such as students’ and 

instructors’ characteristics [14], [15], [16], technology 

support and system [16], [17], institutional support [18], 

[19], course content and knowledge management [13], [20] 

and online tasks and discussion groups [21], [22] could 

influence learners’ towards acceptance of e-learning. 

Hong et al. [15] studied on students’ satisfaction and 

perceived learning with a web-based course by 

undertaken among postgraduate students in University 

Malaysia Sarawak University. The findings revealed that 

students had high level of acceptance with their Web-

based courses. The students who had high level of 

acceptance found that the web-based course was flexible 

and convenient [15], [23]. Furthermore, majority of the 

studies reported that there was no difference in learning 

achievement between the students taking web-based 

courses and those students enrolled in traditional face-to-

face educational environment [15], [24], [25], [26], [27]. 

Hong et al. [15] found some students faced problems with 

the web learning environment and they needed more 

time and guidance to adapt to the web-learning 

environment. 

On the other hand, Poon et al. [16] investigated on 

the main five factors (students’ behaviour, characteristics 

of lecturers, interactive application, technology or system, 

and the institutions.) that affect the effectiveness of web-

based learning environment in various courses at eight 

universities in Malaysia. The study reported that the 

students were not fully comfortable with web-based 

learning environment. However, according to Oliver and 

Omari [28], Collin [24], Swan et al. [29], Motiwalla and 

Tello [23] and Fredericksen et al. [30] the study on 

asynchronous web-based learning in general reported 

high levels of students’ satisfaction with the courses 

While, Malik [31] investigated the factors that 

influence learner satisfaction towards e-learning and 

reported that learner’s satisfaction is positively influenced 

by student and instructor attitude towards technology, 

their computer efficiency, and instructor response, on-line 

course flexibility and proper facilitation of technical 

matters. Kuldip and Zoraini [32] studied on a group of 

Open University Malaysia learners and tutors to 

determine the E-learning readiness. However the study 

showed that learners and tutors are moderately ready for 

e-learning.   

 

 
 
 
 
 
 
 

3.0 Research methodology 
3.1 Research Framework 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Adopted from Keller, Christina et al. (2007) 

 

3.2Research participants 

A total of 250 questionnaires were distributed to 

learners who are currently undertaking their tertiary 

education using the traditional classroom in private 

higher education in Malaysia to express their views and 

interest in doing their studies the “e” way. Several private 

higher education providers in Malaysia were selected to 

provide feedback on their acceptance of e-learning 

approach.The questionnaires were distributed to learners 

who are currently pursuing Certificate, Foundation, 

Diploma and Degree. The collections of data were carried 

out between 14th January 2013 to 21st February and we 

managed to collect 213 responses.  

 

3.3Research instruments 

Data were collected from learners using 

questionnaires. The questionnaires were designed using a 

five-point Likert scale (5-strongly agree, 4-agree, 3-

neutral, 2-disagree and 1-strongly disagree).The first part 

of the questionnairegathered information pertaining to 

learners’ profile such as gender, nationality, age, highest 

education, and currentlevel of programmes pursuing. In 

addition to demographic characteristics section, the 

survey instrument consists of five factors. The five factors 

measured were e-learning readiness (ELREADY), results 

demonstrability (RD), performance expectancy (PE), 

effort expectancy (EE), and social influence (SE). (Keller, 

Christina et al. [33]) 

 
3.4Data analysis 

The data obtained from the questionnaires were 

analysed using SPSS and the results of descriptive 

analysis and regression were obtained.  

 

4.  Findings 
From the sample, the male and female respondents 

are of 46.5% and 53.5% respectively. The distribution on 

the nationality of respondents; 81.2% are Malaysian and 

only 18.8% are foreign respondents. The highest 

education obtained by respondents is from others 

qualifications (foundation) and followed by SPM. 

Results Demonstrability  

Performance Expectancy  

Effort Expectancy  

Social Influence  

Acceptance of  

e-learning 



Meanwhile, majority of the respondents are currently 

pursuing Degree.  

 

Table 1 

   Item Reliability 

Analysis       

Independent 

Variable 

No of 

Items   

Cronbach's 

alpha 

RD 2 

 

0.775 

PE 8 

 

0.879 

EE 6 

 

0.780 

SI 3   0.719 

    A reliability analysis using the measure of 

Cronbach’s alpha was used to estimate the reliability of 

the Independent Variables.  From Table 1 above, the 

reliability result of independent variables generated in 

this study is ranged from 0.719 to 0.879. According to 

Hair, Anderson, Tatham and Black [34], an academic 

research with Alpha value above 0.7 is generally accepted 

and this study showed the reliability of the Independent 

Variables is above the accepted threshold. 

In Regression output via the Enter Method, the 

adjusted R Square showed that the model with the 

inclusion of the independent variables (RD, PE, EE, SI) 

collectively explains for 45.5% of the variance in 

acceptance of e-learning. R2ranges from the value of 0 and 

1. It showed that there is a linear relationship between 

acceptance of e-learning and the independent variables 

(RD, PE, EE, SI). It is possible to predict the influence of 

independent variables to acceptance of e-learning. 

Whereas in the ANOVA (analysis of variance) which 

showed the significant relationship between the 

dependent variables and the independent variables in the 

regression equation. From the results generated, the p 

value is 0.000 (p<0.05, F=45.175) and this showed that the 

linear relationship is significant. 

 

 

Table 2 

   Results From Regression Analysis     

Independent Variable t   Sig 

RD 2.264 

 

0.025 

PE 5.865 

 

0 

EE 1.491 

 

0.137 

SI 1.109   0.269 

RD - Results demonstrability, PE - Performance 

Expectancy  

EE - Effort Expectancy, SI - Social 

Influence 

  

Table 2 above showed the results of the regression 

testing. The regression coefficient suggest that RD and PE 

is positively significant influence acceptance of e-learning 

with p value generated 0.025 (p<0.05, t=2.264) and 0 

(p<0.05, t=5.865), respectively. 

Whereas, the independent variables for EE and SI is 

insignificant influence theacceptance of e-learning with p 

value generated 0.137 (p>0.05,t=1.491) and 0.269 (p>0.05, 

t=1.109), respectively.  

 

5. Conclusions 
 

In this study, four factorswere tested to study the 

influence towards acceptance of e-learning among 

tertiary education learners. These factors are results 

demonstrability (RD), performance expectancy (PE), 

effort expectancy (EE) and social influence (SI). The 

findings of this study revealed that results 

demonstrability and performance expectancy is 

significant positively influence the acceptance of e-

learning. Whereas, effort expectancy and social influence 

is insignificantly influence the acceptance of e-learning. 

However, these findings have limitations in terms to 

generalise to the whole country because the data were 

only collected from a few private higher education 

providers.  
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