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Usmg ‘Dr’ Al
wisely

It can be tempting to refer all your
medical queries to the ever-patient, non-
judgemental Al chatbot, but its answers
must be taken in the right context.

Commentary by Dr ALAN TEH

ACROSS Malaysia, patients are
quietly turning to artificial intelli-
gence (Al for health informa-
tion.

This is happening regardless of
whether doctors approve or not.
Blood test results are copied

into chatbots late at night.

Symptoms are typed out when
worry strikes.

Explanations are searched for
before clinic visits, or after when
questions remain unanswered.

This is not unexpected behav-
iour.

It reflects an unmet need for
better understanding of their
health condition or illness — un-
derstanding that may be lacking
due to brief consultations or
complex medical terminology.

Easy to query

Quite often, questions arise
only after the consultation is
over.

This is where digital tools offer
reassurance, especially during
moments of anxiety or uncer-
tainty.

For some, asking an Al chatbot
feels easier than speaking up
during a rushed appointment.

There is no fear of sounding
foolish, no pressure to keep ques-
tions short, and no embarrass-
ment in repeatedly asking the
same thing.

In daily clinical practice, this
shift is already visible.

Many patients now arrive with
a basic understanding of their
condition.

They may know the names of
their tests, the reason they were
ordered or the usual treatment
options.

This would have been unusual
a decade ago.

In the past, most patients wait-
ed for doctors to explain
everything from scratch.

Today, conversations often
begin where AI explanations
leave off.

‘When handled properly, this
can lead to better discussions
and more meaningful shared
decisions.

Easing understanding

Al is particularly good at
explaining simple medical con-
cepts.

It can clarify what a blood test
measures, what HbAlc means in
diabetes, or why blood pressure
control matters even when
symptoms are absent.

For common long-term condi-
tions such as diabetes, hyperten-
sion (high blood pressure),
asthma or iron deficiency,

Al explanations are often

clear and structured.

In many cases, they are easier
to understand than printed bro-
chures.

Patients who use Al sensibly
often come away with a better
grasp of why tests are done and
why treatment needs to continue
long term.

Used appropriately, Al can be
very helpful.

It can help patients prepare
questions before seeing a doctor.

It can clarify laboratory or
radiology reports that are usually
difficult for patients to decipher.

It can clarify discharge sum-
maries or clinic letters written in
technical language difficult for
laymen to understand.

It can reinforce lifestyle advice
and remind patients of warning
signs to watch for.

It can provide insight and
deeper understanding of their
treatment.

In Malaysia, where consulta-
tion time is often limited and spe-
cialist access varies, this support
can make a real difference.

Lack of context

The main limitation of Alis
context.

Medicine is not just a collection
of facts.

It involves judgement, proba-
bility and an understanding of
the whole person.

Al struggles when symptoms
are unusual, when patients have
multiple medical conditions, or
when treatment decisions
involve trade-offs.

It may list many possible caus-
es without explaining which are
common and which are rare.

This can create unnecessary
fear.

A mildly abnormal result may
sound alarming even when it is
clinically insignificant.

Al cannot examine a patient,
read body language or under-
stand individual circumstances.

Misunderstanding test results
is another common problem.

Reference ranges are not treat-
ment targets, but this distinction
is often lost.

Different Al platforms may
also give different answers to the
same question, leaving patients
confused about what to believe.

There is also the danger of
false reassurance or unnecessary
alarm.

Important symptoms may be
minimised if questions are poor-
ly framed.

At the same time, harmless
symptoms may be linked to seri-
ous illnesses.

Both outcomes are problemat-
ic.

Patients may delay seeking
care, or they may become anx-
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We should be diligent about removing personal information from the scans, lab reports and doctor’s letters we
upload into Al as we don’t know how that data might be used. — Freepik

ious without reason.

Just plain wrong

Another issue patients should
be aware of is something known
as Al “hallucinations”.

This refers to situations where
an Al system gives information
that sounds confident and
well-written, but is actually
wrong or partly made up.

This may include incorrect
explanations, outdated guide-
lines, or references to tests or
treatments that do not exist or
are not relevant locally.

The problem is not that Al is
intentionally misleading, but that
it is designed to produce fluent
answers, even when it is uncer-
tain.

For patients, this is risky
because errors are not always
obvious.

A response may look profes-
sional and reassuring, yet still be
inaccurate.

This is why AI output should
always be checked with your
doctor, especially when it
involves diagnosis, treatment
changes or urgent symptoms.

Al should also not be mistaken
for a true second opinion.

A medical second opinion
comes from another doctor who
reviews records, examines the
patient and takes responsibility
for the advice given.

Al does none of this.

It carries no legal or ethical
accountability.

It is best seen as an education-
al aid.

‘When Al advice differs from a
doctor’s recommendation, that
difference should prompt discus-
sion, not independent action.

Care about your privacy?

Privacy deserves serious atten-
tion.

Many patients upload lab
reports, scans and clinic letters

into AI tools without considering
where that data goes.

In Malaysia, awareness of
health data protection is still
uneven.

Patients should assume that
anything shared on a public plat-
form may be stored or reused.

Identifying details such as
names and identification num-
bers should be removed whenev-
er possible.

In recognising the increasing
use of Al for healthcare purpos-
es, large Al companies like
OpenAl and Anthropic are
already planning to incorporate
specific tools to help consumers
seeking information about
health-related matters.

ChatGPT Health for instance
safeguards patient privacy by
maintaining a fully isolated envi-
ronment within ChatGPT, where
health-related conversations and
files from connected apps like
Apple Health or medical records
are Kept separate from general
chats and secured with default
encryption.

Data usage is strictly limited,
with health conversations
excluded from training OpenArls
foundation models by default
and accessible only by limited
authorised personnel for safety
purposes.

Aiming for better care

Responsible use of Al is
straightforward.

Use it to improve understand-
ing, not to make final decisions.

Share Al-generated questions
openly with your doctor.

Never change or stop treat-
ment based solely on what an Al
tool suggests.

Clear questions help, but inter-
pretation must come from a clini-
cian who knows the full picture.

Doctors are already adapting to
more informed patients.

Less time is spent defining
basic terms, and more time is

spent correcting misunderstand-
ings and explaining why general
advice may not apply to a par-
ticular individual.

This is not a threat to medicine.

It is a shift that demands better
communication and clearer
counselling.

There are moments when
human doctors must always take
over.

New diagnoses, major treat-
ment decisions, worsening symp-
toms and emotionally complex
situations cannot be handled by
AL

Empathy, judgement and
responsibility remain human
roles.

Al does not face consequences;
doctors do.

Al in healthcare is not about
replacing doctors.

It is about changing how infor-
mation flows between patients
and clinicians.

Used wisely, it can help
patients understand their health
better.

Used poorly, it can mislead and
cause harm.

Both patients and doctors
share responsibility.

The goal is not smarter technol-
ogy; the goal is better care.

Dr Alan Teh is a consultant hae-
matologist and bone marrow
transplant physician with an inter-
est in the practical use of digital
tools in clinical practice. For more
information, email starhealth@
thestar.com.my. The information
provided is for educational and
communication purposes only,
and should not be considered as
medical advice. The Star does not
give any warranty on accuracy,
completeness, functionality, use-
full or other as to
the content appearing in this arti-
cle. The Star disclaims all respon-
sibility for any losses, damage to
property or personal injury suf-
fered directly or indirectly from
reliance on such information.




