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precipitation, particularly in complex relief regions, dense 
rain gauges network are needed which is very difficult in 
terms of installation and costs (Mair & Fares, 2010). Vari-
ous interpolation methods have been used by researchers 
to solve this problem but their accuracies vary in different 
climates. Therefore, the choice of an interpolation method 
requires the understanding of the spatial variability of pre-
cipitation and the sources of uncertainty (Tao, 2009).

Several simple methods such as simple averaging, 
Thiessen polygons, isohyetal and Inverse Distance Weight-
ing (IDW) have been used so far as traditional methods 
in spatial estimation of precipitation (Thiessen, 1911; 
Shepard, 1968; Tabios & Salas, 1985; McCuen, 1989). But 
these methods do not include any physical predictor vari-
ables. As an alternative, complex statistical methods such 
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Abstract. Complex topography and wind characteristics play important roles in rising air masses and in daily spatial dis-
tribution of the precipitations in complex region. As a result, its spatial discontinuity and behaviour in complex areas can 
affect the spatial distribution of precipitation. In this work, a two-fold concept was used to consider both spatial discon-
tinuity and topographic and wind speed in average daily spatial precipitation estimation using Inverse Distance Weight-
ing (IDW) and Multiple Linear Regression (MLR) in tropical climates. First, wet and dry days were identified by the two 
methods. Then the two models based on MLR (Model 1 and Model 2) were applied on wet days to estimate the precipita-
tion using selected predictor variables. The models were applied for month wise, season wise and year wise daily averages 
separately during the study period. The study reveals that, Model 1 has been found to be the best in terms of categorical 
statistics, R2 values, bias and special distribution patterns. However, it was found that sets of different predictor variables 
dominates in different months, seasons and years. Furthermore, necessities of other data for further enhancement of the 
results were suggested. 

Keywords: inverse distance weighting, interpolation, multiple linear regression, precipitation occurrence, spatial distribu-
tion, wind speed.     

Introduction

Uncertainties, especially input variables, in watershed 
hydrological modeling are great concern for researchers 
(Carpenter & Georgakakos, 2004). Precipitation is one of 
the most basic meteorological input variables in hydrolog-
ic simulation to understand either flood risk or soil loss es-
timation at within a watershed (Mikoš, Jošt, & Petkovšek, 
2006; Johnson, Hutchinson, The, Beesley, & Green, 2016). 
In a complex topography, the spatial and temporal behav-
iour of precipitation are generally influenced by the vari-
ations in relief, easting, northing, slope and strong wind 
(Allamano, Claps, Laio, & Thea, 2009; Tao, 2009; Qing, 
Zhu-Guo, & Liang, 2011; Hwang, Clark, Rajagopalan, & 
Leavesley, 2012). For accurate characterization of spatial 
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as Simple and Multiple linear regression (SLR and MLR) 
and locally weighted polynomial (LWP) are widely used 
models which can correlate precipitation with physical 
predictor variables (Rajagopalan & Lall, 1998; Goovaerts, 
2000; Kurtzman, Navon, & Morin, 2009; Hwang et al., 
2012). Geostatistical methods such as kriging and co-
kriging are other widely used methods for spatial distri-
bution of precipitation. Some other methods having fewer 
advantages over traditional methods have been reported 
by (Goovaerts 2000; Drogue, Humbert, Deraisme, Mahr, 
& Freslon, 2002; Buytaert, Celleri, Willems, De Bievre, & 
Wyseure, 2006). However, geostatistical methods are used 
generally for monthly and annual data (Diodato, 2005; 
Mair & Fares, 2010; Gonga-Saholiariliva, Neppel, Cheval-
lier, Delclaux, & Savéan, 2016) because these methods are 
not easy to apply on daily estimation of precipitation in a 
complex topography (Ly, Charles, & Degre, 2011; Castro, 
Gironás, & Fernández, 2014). Furthermore, the accuracy 
of different methods varies from region to region (Hwang 
et al., 2012).

Interpolation methods for spatial distribution of pre-
cipitation is restricted as there is an uncertainty called 
discontinuity in daily precipitation which affects spatial 
distribution of precipitation in complex topography. Pre-
vious studies used regression models such as Precipita-
tion-elevation Regression on Independent Slope Model 
(PRISM) and Auto-Search Orographic and Atmospheric 
Effects Detrended Kriging (ASOADeK) (Daly, Neilson, & 
Phillips, 1994; Guan, Wilson, & Makhnin, 2005; Xie et al., 
2007) by including orographic and meteorological predic-
tor variables. Few studies have include wind speed as a 
predictor variables (Johansson & Chen, 2003; Allamano 
et al., 2009) but none of the studies considered spatial dis-
continues of precipitation.  

Some of recent studies include discontinuity of pre-
cipitation (called phase estimation or occurrence/non-oc-
currence or wet/dry) and successfully estimated daily spa-
tial precipitation by including different predictor variables 
(Seo, 1998; Hewitson & Crane, 2005; Hwang et al., 2012; 
Castro et al., 2014). Hewitson and Crane (2005) used 
conditional interpolation method for phase estimation as 
a function of the synoptic state in sub-tropical climate. 
Their method of estimation was based on the ability to 
reproduce the frequency of events, rather than the errors 
in the magnitude of the estimations as discussed by Castro 
et al. (2014). While Hwang et al. (2012) used daily logistic 
regressions to classify occurrence/non-occurrence based 
on monthly threshold and then applied four interpolation 
methods (IDW, MLR, LWP and Climatological MLR) on 
wet days by including three predictor variables (northing, 
easting and elevation). Castro et al. (2014) also estimated 
phase by IDW based method and then used IDW and SLR 
methods on wet days by including elevation and slope as 
a predictor variable in the climate between Mediterranean 
and mildly humid. They classified slope orientation either 
on windward or on leeward side with respect to the pre-
vailing wind direction which gives better results than IDW 

and SLR. Hwang et al. (2012) and Castro et al. (2014) both 
used elevation as the main predictor variable because of 
the importance of orographic barriers in uplifting air 
masses transported by wind which generate significant 
precipitation at high relief. However, maximum precipita-
tion at highest point might not be necessary (Daly et al., 
1994). Furthermore, the authors highlighted the necessity 
of multiple linear regression along with other predictor 
variables such as wind characteristics, relative humidity 
and distance from shoreline to enhance the results in pre-
cipitation estimation. 

None of the studies related to discontinuity of precipi-
tation have been reported in tropical climate. The tropical 
climate is important in this regard because of the domi-
nancy of precipitation throughout the year (Anees et al., 
2017). Therefore, in terms of phase estimation, the study 
used two methods (one is previously used IDW based 
phase estimation method and second our proposed simple 
threshold method) to compare their performance because 
of monthly dynamic nature of precipitation in tropical cli-
mate. The reason behind the selection of the previously 
used phase estimation method is to check its performance 
in tropical climate. Furthermore, the study includes north-
ing, easting, elevation, slope and wind speed as predictor 
variables through multiple linear regression because of the 
necessities highlighted above in tropical climates.  

The main foci of this study are (i) the methodology 
development for phase estimation (ii) to improve aver-
age daily precipitation interpolation technique and (iii) to 
know the effect of the predictor variables on estimation 
of average daily precipitation (month wise, season wise 
and year wise) in tropical climate. Hence, the aims of the 
study are: (i) the phase estimation of precipitation by us-
ing two methods to find wet and dry days and (ii) to use 
the MLR on wet days (obtained from both the methods of 
phase estimation) and to compare the performance of the 
two methods and (iii) to check the proposed interpolation 
methodology in daily precipitation estimation. The two 
algorithms incorporated the selected predictor variables 
to estimate average daily precipitation for each grid cells. 

1. Materials and methods

1.1. Study area and data

The study was conducted in Kelantan state, north eastern 
part of Peninsular Malaysia between latitudes 4° 33′ and 
6°14′ North, and longitudes 101° 19′ and 102° 39′ East 
with an area of approximately 15 000 km2. The northern 
part is bounded by South China Sea and higher elevations 
are on south, south-east and south-west side (Figure 1). 
The elevation ranges from 0 to the highest point of 2.187 
m named as Mt. Tahan which is situated on Mount Korbu 
(the second highest mountain of Peninsular Malaysia). The 
length and breadth the catchment is 187 km and 148 km 
respectively. The main river in the study area is Sungai 
Kelantan which divides after approximately 107 km from 
the mouth of the basin into Sungai Galas and Sungai Lebir. 
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The climate is tropical, humid with average temperature 
ranges from 20 °C to 30 °C with annual variation of 2 
to 3 °C and average relative humidity of 82%. Minimum 
and maximum relative humidity usually occurs in March 
and November respectively. The period from November 
to January receives maximum rainfall, while June and July 
are the driest months. According to Malaysian Meteoro-
logical Department, the wind strength is generally light 
and variable, however, there are yearly periodic changes 
in the wind flow patterns and based on this, the season is 
divided into four, namely, the southwest monsoon, north-
east monsoon and two shorter periods of inter-monsoon 
seasons. The state is affected by the North-eastern mon-
soon wind accompanied by heavy precipitation begin-
ning early November and ends in March. The northeast 
monsoon occur due to the development of high pressure 
area at Asian continent (because of lowering temperature 
in winter season) and the development of low pressure 
area at Australian continent (because of high temperature 
in summer season) which results the movement of wind 
from the high pressure area of Asia to the low pressure 
area of Australia. The easterly or north-easterly winds of 
10 to 20 knots can sometimes reach 30 knots or more as 
a result of the strong surges of cold air from the north. 

Masseran and Razali (2016) mentioned that the 
winds blow across the South China Sea brings heavy 
rain, especially to the eastern and southern coasts of 
Peninsular Malaysia as well as the central part of the 
Titiwangsa Ranges. The study area is more affected by 
northeast monsoon which causes flooding, especially in 
November and December in the east coast states. Av-
erage annual rainfall of the area is 3017.84 mm while 
average daily annual wind speed is 1.50 m/s. Generally 
about 7 hours of sunshine is received by the coastal ar-
eas and about 6 hours of sunshine is received by the rest 
of the area. Therefore, evaporation rate is high near the 
coastal areas (4 to 5 mm/day) as compared to the high 
land areas (2.5 mm/day).   

Daily rainfall data from 56 rain gauge stations were 
obtained from the Department of Irrigation and Drain-
age, Malaysia. Out of the 56 stations, 25 are relatively new 
which have data recorded from year 2005 onwards. Daily 
records, measured from current day at 12:00 am up to the 
next day at 12:00 am, for each station from January 2005 
to December 2015 were selected. The daily mean precipi-
tation for this period was 7.27 mm/d. Figure 2 shows the 
overall precipitation for the selected period with Coeffi-
cient of determination (R2) = 0.64. 

Figure 1. Study area with rain gauges, wind speed stations and elevation



302 M. T. Anees et al. Spatial estimation of average daily precipitation using multiple linear regression by using...

The R2 for precipitation with northing, easting, slope 
and wind speed are 0.68, 0.32, 0.08 and 0.42 respectively 
(Figure S1).

The mosaic of ASTER Global Digital Elevation Mod-
el (GDEM) of 30 m resolution was downloaded (http://
gdem.ersdac.jspacesystems.or.jp/download.jp) to cover 
the study area in which the slope was calculated by Geo-
graphic Information System (GIS). The area has only three 
wind speed stations and one at a nearby area to the south 
(Figure 1) provided by Malaysian Meteorological Depart-
ment. Wind speed at each stations were estimated by tra-
ditional Inverse Distance Weighted (IDW) interpolation 
method. Wind direction is not included in this study be-
cause the area has generally three dominant directions in 
a day. Therefore, taking daily average of wind direction 
could have affected the results.

1.2. Methodology    

The proposed methodology is based on a two-fold ap-
proach. First, to identify wet and dry days by two meth-
ods in each grid cell (30 m resolution) of the surrounding 
rain gauges. Second, to apply MLR on wet days by includ-
ing the predictor variables in order to assess the influence 
of these variables on the magnitude and distribution of 
precipitations in the area. The proposed methodology is 
shown in Figure 3.

1.2.1. Phase estimation method 1
In this phase estimation, the precipitation for each grid 
cell is estimated by using the traditional IDW method as 
used by Hwang et al. (2012):
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where n is the number of observations within radius of 
influence (Rinf); di is the distance between a target and 
ith observations; dj is the distance between the target and 

each of jth observations and 1≤ k ≤ ∞. Rinf was selected 
so as to get a minimum number of three rain gauges. 
The first method of phase estimation is simple threshold 
(Method 1) of daily data in which Pest = 0 for dry days and 
Pest > 0 for wet days referred to as Data 1. 

1.2.2. Phase estimation method 2
Second, IDW based phase estimation method (Method 2) 
of daily data, proposed by Castro et al. (2014), which 
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cω  is estimated 
as a distance weighted average of the occurrence in the n 
surrounding rain gauges which is given by:

1

1

n j
i ij i

c n
ii

W

W
=

=

ϕ
ω =

∑
∑

; (3)

0,   if   0

1 ,  if  0

j
ij

i j
i

P

P

 =ϕ = 
>

; (4)

1

0,   if  

1

 ,  if  
1

i inf
b

i i
i infb

n
i

i

d R

W d
d R

d=

>

  
  =    ≤

 
 
 

∑

, (5)

where c is grid cell; j
iϕ  is a variable that incorporates the 

phase according to the daily precipitation record Pi of each 
rain gauge i, for each day j. Wi is the weighting factor for 
distance di and gauge i, and b is a parameter controlling the 
weighting factor. The phase estimation was carried out for 
each grid-cell and day of the study period on the basis of 

j
cω  value. If j

cω  < 0.5, the grid cell c on day j is classified 
as dry while j

cω  ≥ 0.5 as wet. The wet days measured by 
second phase estimation method are referred to as Data 2. 

1.2.3. Multiple linear regression (MLR) based models
After the selection of Data 1 and Data 2 (based on wheth-
er method 1 or method 2 is to be used), the average of 
each day over the whole study period is taken which will 
be a dependent variable in MLR while independent vari-
ables will be the predictor variables. The model can be 
formulated as:

0 1 2 3 4 5 ,estP x y z s w= β +β +β +β +β +β  (6)

where x, y, z, s and w are predictor variables of northing 
(m), easting (m), elevation (m), slope (degree) and wind 
speed (m/s) respectively. β0, β1, β2, β3, β4, β5 are the re-
gression coefficients which are estimated by minimizing 
the least squared errors. The interpolation of Data 1 is re-
ferred to as first model named PMLRW 1 (Phase Multiple 
Linear Regression and Variable Selection 1, hereafter it 
will be referred to as Model 1) whereas the interpolation 
of Data 2 is referred as second model namely PMLRW 
2 (Phase Multiple Linear Regression and Variable Selec-
tion 2, hereafter it will be referred to as Model 2). 

Figure 2. Mean annual precipitation (Pmean) for each rain  
gauge vs. elevation

Pmean = 0.0038z + 6.8014
R² = 0.64
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Figure 3. The general proposed methodology which was applied for both the models

1.2.4. The predictor variables selection criteria
Since we have the average of each day throughout the 
study period, the data is separated month wise because of 
monthly dynamic nature of precipitation. Now for a par-
ticular month, all the possible combination of predicted 
variables were assessed through MLR. For a particular 
month a variable is added and then MLR is applied. If 
R2 is increased 5% or more than 5%, then this variable is 
selected for that particular month. Now we add another 
variable and MLR is conducted, if again R2 will increase 
by more than 5%, this variable added for this month else 
it is not added. In the same way keep on adding variables 
and finally a combination of variables for a particular 
month is formed such that on addition of each of these 
variables results in more than 5% increase in R2. All other 
variables for this month are rejected. The same process 
will applied on all months. 

Apart from the month wise operation, the whole pro-
cess is applied for season wise as well as year wise to know 
the behaviour of the predictor variables in both the mod-
els in these situations as well. The choice of 5% increase in 
R2 is taken because increment affects the Normal P-P plot 
to a considerable amount and the error between observed 
and estimated precipitation (Figure S4).

1.2.5. Performance assessment  
Performance assessment of Model 1 and Model 2 was 
done by Categorical statistics, Goodness-of-fit and k-fold 
cross validation methods. The categorical statistics were 
used to assess the phase estimation which gives binary 
predictions of occurrence or non-occurrence of precipita-
tion as shown in Table 1. 

In this study, we used five categorical statistics as those 
employed by Castro et al. (2014) including frequency bias 
as shown in Table 2. 
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Table 1. Confusion matrix which is used to define categorical 
measures for the occurrence/non-occurrence of estimated 

precipitation for Model 1 and Model 2

Number (No.) of wet 
Phase in Estimation

No. of dry Phase 
in Estimation

No. of wet Phase in 
Observation a d

No. of dry Phase in 
Observation b c

Table 2. Categorical statistics to asses phase estimation of 
precipitation. The value 1 is for perfect prediction

Statistics Equations

Proportion Correctly 
Predicted (PCP)

a bPCP
a b c d

+
=

+ + +

Probability of Detection 
(POD)

aPOD
a c

=
+

Critical Success Index-Wet 
(CSIwet) wet

aCSI
a b c

=
+ +

Critical Success Index-Dry 
(CSIdry) dry

dCSI
b c d

=
+ +

Frequency Bias
a bBias
a c
+

=
+

Goodness-of-fit was assessed by two steps. The first 
is the removal of outlier (an observation that lies at an 
abnormal distance from other distributed values) on the 
basis of Mahalanobis (DM) and Cook’s distance (DC). Ma-
halanobis distance (Mahalanobis, 1936) is used to measure 
how far a point measurement is from the centroid of a 
reference distribution (Hamill, Giordano, Ward, Giles, & 
Holben, 2016) whereas Cook’s distance (Cook, 1977) is 
used to estimate the influence of removal of a data point 
on distribution during least-squares  regression analysis 
(Pinho, Nobre, & Singer, 2015). Second is Bias which is 
simply the mean of the residuals, indicating whether the 
model tends to under or over-estimate the measured data, 
with an ideal value of zero (Bennett et al., 2013). These 
methods were conducted for each rain gauge, and are 
given by:
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where x is the distance of observation; m is the cluster of 
mean values; S is the covariance matrix; Ei is standardized 
residual; hi is leverage; s is mean squared error; i is an in-
teger; p is the number of coefficient of regression model; n 

is number of rain gauges; Pest.j and Pobs.j are estimated and 
observed precipitation respectively for each day j. 

k-fold cross-validation is a widely used method to 
assess the performance of model. Data are divided into 
k sets and one set is used for training purpose (Bennett 
et al., 2013). The remaining k–1 sets are used for model 
development. The MLR is applied on k–1 set and then pre-
cipitation is estimated for the training set with the help of 
the coefficients obtained from k–1 sets. The process is then 
repeated k times and average bias across all the k trials is 
computed. 

2. Results and discussion

The two fold daily spatial estimation of precipitation was 
applied on average daily basis of the study period and 
Model 1 with Model 2 were compared to determine the 
performance of these models in tropical climate. In cross-
validation process, k = 8 sets were selected in which each 
set has 7 randomly chosen rain gauge stations without 
repetition, leaving the other 7 sets (49 stations) for inter-
pretation.

2.1. Phase estimation

In precipitation estimation, the range of Rinf for Eq. (2) 
was taken from 10 km to 90 km. Incremental steps of 10 
km each were taken until at least 3 rainfall stations were 
located within the radius. In the second method for phase 
estimation, a range of 1.5 and 5 were taken with incremen-
tal steps of 0.5 on two first two stations to calculate b value 
in Eq. (5). The categorical statistics were then applied on 
these two stations to ascertain the changes in b value. No 
convincing difference was found in the categorical statis-
tics of these values, therefore b = 2 was chosen for the rest 
of the study. 

After the phase estimation for each grid cell, categori-
cal statistics were applied to assess the overall performance 
of occurrence/non-occurrence of estimated precipitation. 
Figure 4 shows the performance of the categorical statis-
tics by plotting their mean monthly values for both the 
models. PCP for Model 1 was ranged from 0.68 to 0.78 
while for Model 2 from 0.62 to 0.81 but the average val-
ues are 0.73 and 0.71 respectively which is quite similar 
for both the models (Figure 4a). Highest values are from 
November and December for both the models reflecting 
better performance in high precipitation. Slightly lower 
values of PCP for Model 2 during February to March are 
caused by wet phase in estimation and dry phase in ob-
servation (false alarms) that reflect incapability of Model 2 
to recognise local storms which is just after the monsoon 
season.

POD, which is sensitive to hits, produces fairly con-
stant values which ranged from 0.90 to 0.97 and 0.99 to 1 
for Model 1 and Model 2 respectively (Figure 4b) showing 
perfect model for identifying wet phase in Model 2. How-
ever, Model 2 failed to detect in CSIdry as evident from the 
miniscule variation throughout the year ranging from 0.01 

https://en.wikipedia.org/wiki/Influential_observation
https://en.wikipedia.org/wiki/Regression_analysis
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and 0.03 (Figure 4c). Only in this particular case, Model 
1 performed better ranging from 0.3 to 0.71 with lowest 
value in November. Such reduction is associated with the 
significant number of false alarms for the entire period 
previously interpreted (Castro et al., 2014). Although, 
both the models performed the poorest in CSIwet with 
average values 1.97 and 3.39 for Model 1 and Model 2 
respectively (Figure 4e). Furthermore, the overall perfor-
mance of Model 2 is better than Model 1 (Figure 4d) but 
they showed similar behaviour in November and Decem-
ber with average values of 1.29 and 1.25 respectively.  

2.2. Interpolation method and its overall 
performance

The predictor variables are selected in Eq. (6) with the as-
sumption of linear dependency of precipitation on these 
variables. Figure 5 and Figure 6 shows box-and-whisker 
plots for the overall behaviour of regression coefficients 
and R2 respectively obtained from both the models. The 
data to build the box plots for each rain gauge in valida-
tion partitioning method are associated with average set 
of regression coefficients and R2 for average daily linear 

regression of month wise interpolation. The season wise 
and year wise interpolation have not include in this be-
cause of missing some variables as per the variable selec-
tion criteria. The slope variable was drop for this study 
because it was not contributed as per the selection criteria 
in all interpolation cases.  

The length of each box indicates the interquartile 
range, the middle line is the median and the whiskers are 
25th and 75th percentiles. The resulting regression coef-
ficients for Model 1 and Model 2 are similar except for 
easting and elevation which is showing high values of 
both negative and positive errors in Model 2 and the more 
variation in 25th and 75th percentile of elevation for both 
the models respectively (Figure 5) whereas, R2 values are 
higher in Model 1 (Figure 6). Average minimum value of 
R2 for Model 1 is 0.51 and maximum is 0.76 with median 
of 0.67. Compared to this, Model 2 has quite low values 
of minimum i.e. 0.36 to maximum of 0.66 with median 
of 0.44. High variability of coefficients in Model 2 shows 
high range of estimated values. Due to high variation in 
coefficients, Model 2 has low R2 values. Therefore, the 
results clearly indicates that the overall performance of 
Model 1 is better than Model 2.

Figure 4. Monthly variation of categorical statistics: a) PCP, b) POD, c) CSIdry, d) Bias and e) CSIwet
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Figure 5. Box-and-whisker plot for regression coefficients for overall monthly performance obtained after cross validation.  
X-axis is showing the station numbers
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Figure 6. Box-and-whisker plots for overall monthly performance of R2 obtained from k-fold cross 

2.3. Month wise performance of interpolation 
methods

In variable selection, Northing (N), Easting (Ea) and wind 
speed (W) dominated for both the models in this case. 
Table 3 shows the dominancy of Ea and W in Model 2 
and N in Model 1 while elevation (E) shows a balanced 
performance in both the models. The results also conclude 
that N perform lonely in high precipitation such as Janu-
ary, November and December in Model 1 and January in 
Model 2. The role of W is found to be very important as 
it increases the R2 values for both the models. September 
shown only 7% increment while others are greater than 
10% with maximum 54% for February. 

The goodness of fit assessment shows the Model 1 
performed better than as Model 2 in October and vice 
versa in January. The bias, in this case, of both the mod-
els also show the similar results and there are only slight 
overall differences in average values (i.e. 0.016 for Model 
1 and 0.010 for Model 2). The bias was obtained from 
k-fold partitioning cross validation method. The over-
all performance of Model 1 and Model 2 are similar in 
terms of both goodness-of-fit and bias values while Model 

1 performed better than Model 2 in terms of R2 values 
and error between observed and estimated values. The 
Normal probability-probability (P-P) plots based on the 
standardized residuals for each month of both the models 
are shown in Figure S2.

2.4. Season wise performance of interpolation 
methods

The maximum rainfall of the study area is mainly from 
November to January but for the entire country of Ma-
laysia, high rainfall can be seen from October to Janu-
ary and in this case February is also included in the 
season because of its high precipitation in some years. 
Hence, October to February is referred to as wet sea-
son while the other season from March to September 
is referred to as dry season. Different combination of 
months in seasonal data were used. The procedure of 
data separation was same as month wise interpolation. 
The interpolation was performed on wet season be-
cause in dry season, there is poor effect of predictor 
variables in the increment of R2 in all combinations of 
months (Table S1).  

Table 3. Performance of Model 1 and Model 2 for month wise interpolation. Pmean values, bias, R2 values range in terms of variable 
performance and their contribution in R2 increment. Percent rise in R2 is shown by last variable in each case

Month
Model 1 Model 2

Pmean 
(mm/d) R2 Bias

(mm/d) Variables % rise in 
R2

Pmean 
(mm/d) R2 Bias

(mm/d) Variables % rise in 
R2

January 15.46 0.68 0.000 N − 13.22 0.58 0.000 N −
February 9.42 0.60 −0.010 N.EaW 54 7.45 0.52 −0.047 N.Ea.W 29
March 10.70 0.61 0.021 Ea.W 43 8.81 0.48 0.015 Ea.W 28
April 8.29 0.55 0.045 N.E.W 45 6.84 0.52 −0.109 N.E.W 48
May 9.93 0.52 0.012 Ea.E.W 16 8.50 0.50 0.010 N.Ea.E 10
June 9.62 0.48 0.035 Ea.W 16 8.16 0.49 0.036 Ea.W 19
July 8.89 0.48 0.024 N.E.W 28 7.59 0.42 0.008 Ea.E.W 13
August 10.42 0.48 0.003 N.Ea 11 9.15 0.48 0.039 Ea.W 23
September 10.31 0.35 0.022 N.W 7 9.00 0.48 0.025 Ea.W 15
October 11.23 0.35 0.034 Ea.W 13 10.16 0.44 0.025 N.E.W 32
November 18.50 0.70 0.002 N − 17.49 0.68 0.081 N.Ea.W 7
December 23.90 0.83 0.003 N − 22.02 0.77 0.034 N.W 7
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The combinations of wet season months are showing 
in Table 4. In variable selection, N is found to dominate in 
both the models but its effect is more in Model 1 (Table 4). 
N performed in 7 out of 10 cases alone in Model 1 while 
3 out of 10 in Model 2. In this case, W also performs well 
in R2 increment which ranges from 5% to 22% in Model 1 
while 5% to 18% in Model 2. Highest R2 value (0.79) was 
observed in “December to February” for Model 1 whereas 
R2 = 0.71 in “December and January” for Model 2. There-
fore, season wise performance of Model 1 is also found 
better in this situation as compared to Model 2.

In goodness of fit assessment, Model 1 is showing 
disturbance in normal plot for “December to February”, 
“December & January” and “January & February” as com-
pared to Model 2. The best performance of Model 1 and 
Model 2 are shown by “October & November” which have 
minimum R2 in both the models. The Model 1 has not 

shown much variation which is showing the good per-
formance of Model 1 in terms of bias. Again, it can be 
concluded that the better performance for season wise 
combinations of Model 1 than Model 2 in terms of bias. 
The Normal P-P plot for all season wise combinations of 
both the models is shown in Figure S3.

2.5. Year wise performance of interpolation 
methods  

Variables such as N, Ea and E in this case are found to 
have similar contribution but still W dominates in R2 in-
crement in both the models (Table 5). The range of per-
cent rise by W in R2 is 5% to 14% for Model 1 whereas 7% 
to 23% for Model 2. In this case too, N performed alone 
in the years 2010 and 2011 for both the models but worst 
performance by all variables in the year of 2014 and 2015 

Table 4. Performance of Model 1 and Model 2 for season wise interpolation. Pmean values, bias, R2 values range in terms of variable 
performance and their contribution in R2 increment. Percent rise in R2 is shown by last variable in each case

Months combinations
Model 1 Model 2

Pmean 
(mm/d) R2 Bias 

(mm/d) Variables % rise in 
R2

Pmean 
(mm/d) R2 Bias 

(mm/d) Variables % rise in 
R2

October-February 14.11 0.71 0.002 N − 15.80 0.65 −0.005 N.W 5
October-January 15.74 0.73 0.001 N − 17.25 0.64 0.001 N −
November-February 15.08 0.74 0.002 N − 16.89 0.69 0.021 N.W 6
October-December 16.57 0.73 0.002 N − 17.94 0.69 0.012 N.Ea −
November-January 17.57 0.78 0.002 N − 19.19 0.69 −0.056 N −
December-February 14.33 0.79 0.013 N.W 10 16.36 0.68 0.006 N.W 16
October & November 13.85 0.66 0.044 N.W 5 15.01 0.65 0.062 N.Ea.W 7
November & December 19.72 0.78 0.003 N − 21.20 0.71 0.000 N −
December & January 17.70 0.78 0.001 N − 19.54 0.71 0.029 N.W 6
January & February 10.48 0.70 0.007 N.W 22 12.55 0.58 −0.008 N.W 18

Table 5. Performance of Model 1 and Model 2 for year wise interpolation. Pmean values, bias, R2 values range in terms of variable 
performance and their contribution in R2 increment. Percent rise in R2 is shown by last variable in each case

Year
Model 1 Model 2

Pmean 
(mm/d) R2 Bias 

(mm/d) Variables % rise in 
R2

Pmean 
(mm/d) R2 Bias 

(mm/d) Variables % rise in 
R2

2005 10.14 0.50 0.043 Ea.W 14 11.50 0.47 0.048 Ea.W 22

2006 10.80 0.47 0.058 N.W 5 12.08 0.59 0.049 N.W 7

2007 11.90 0.37 0.004 N.W 8 13.19 0.41 −0.216 N.W 13

2008 10.02 0.54 0.035 N.Ea.W 6 11.72 0.53 0.025 N.Ea 12

2009 12.11 0.67 −0.015 N.Ea 7 13.66 0.65 0.008 N.Ea 8

2010 9.47 0.38 0.000 N − 11.18 0.35 0.006 N −

2011 11.66 0.47 −0.004 N − 12.97 0.48 −0.002 N −

2012 9.67 0.41 −0.004 Ea.E.W 14 11.10 0.58 0.044 Ea.W 23

2013 10.55 0.28 −0.031 Ea.E 6 12.28 0.41 0.008 Ea −

2014 11.40 0.03 0.003 E − 13.48 0.02 0.019 E −

2015 7.90 0.06 −0.010 E − 9.76 0.07 −0.012 E −
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is observed. Highest R2 in the worst condition is shown 
by E as shown in Table 5. The best R2 is shown in 2009 for 
both the models. In terms of R2, Model 1 also performs 
better than Model 2 in this case. 

In this case, both the models shows similar results for 
each year. Similarly, bias provided approximately the same 
results instead of the expected negative values which are 
much higher in Model 2 (−0.22) as compared to Mod-
el 1 (−0.03). Therefore, Model 1 also perform better than 
Model 2 in terms of bias.

As the interpolation was applied on average daily pre-
cipitation, it can be noted that the importance of group of 
predictor variables decreases from month wise to season 
wise and year wise. It also indicate that in high precipita-
tion months especially in the northeast monsoon N domi-
nates in precipitation estimation. 

2.6. Spatial interpolation of daily precipitation and 
validation

To know the performance of spatial interpolation on 
daily precipitation estimation, 17th and 22nd December 
2014 precipitation were selected. These are the two high-
est events in 2014 flood in the area. To generate daily 
precipitation maps for these events, apart from both the 
models, IDW was also used to interpolate observed pre-
cipitation values. These interpolations were done to un-
derstand the spatial behaviour of variables and their role 

in spatial estimation of daily precipitation through Model 
1 and Model 2. Although, the method of finding wet days 
for both the models are different, however, on these dates 
both the models show same amount of precipitation. As 
it is shown in month wise interpolation, N dominates in 
December in Model 1 while N and W dominates in Model 
2 in the estimation of average daily precipitation. Hence, 
same variables were included for daily precipitation in-
terpolation because the selected days are from the month 
of December. The maps for daily interpolations and their 
results are shown in Figure 7 and Table 6 respectively. 

By comparing the results, the average spatial estima-
tion of precipitation shows closer estimated values by both 

Figure 7. a), b), c) and d), e) and f) are spatial distribution of precipitation estimated  
by IDW, Model 1 and Model 2 respectively for 17th and 22nd 

Table 6. The minimum, maximum and average values from 
IDW, Model 1 and Model 2

IDW (mm/d) Model 1 (mm/d) Model 2 (mm/d)

17th 
De-

cem ber

22nd 
De-

cem ber

17th 
De-

cem ber

22nd 

De-
cem ber

17th 
De-

cem ber

22nd 

De-
cem ber

Mini-
mum 19.9 1.2 12.9 1 10.7 1

Maxi-
mum 1137 478.7 332.5 285.5 333 258.4

Ave-
rage 146.3 164.9 151.1 155.6 161.9 158.5
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the models with underestimation on 17th and 22nd De-
cember. The inclusion of wind speed has decreased the 
error between observed and estimated average values on 
22nd December.  

Daily spatial estimation of precipitation by IDW meth-
od on both days produced some random precipitation dis-
tribution in the area. Figure 7(a) is showing low precipita-
tion at upstream and midstream which comes under high 
to moderate relief areas while Figure 7(d) is showing low 
precipitation at downstream. As compared to IDW, Model 
1 and Model 2 have produced zones of constant precipi-
tation covering different relief. These zones are reflecting 
northing which proves the dominating behaviour of the 
predictor variable during high precipitation. It can be seen 
from month wise and season wise interpolation perfor-
mance by Model 1 and Model 2 in the previous sections. 
Figure 7(c) is showing effect of wind speed in which high 
precipitation values were slightly shifted from the north to 
the south direction. The wind speed pattern values on 17th 
and 22nd December were high at downstream and low at 
upstream. The wind speed on 17th December (maximum 
4.1 m/s) was low as compared to 22th December (maxi-
mum 7.0 m/s). Therefore, the precipitation shift from 
north to south is showing the effect of wind speed and 
also supporting the climatic condition of the study area. 

In Figure 7(d) and 7(e), high precipitation was ob-
served at S6 (at 976 m elevation) while in the estimation, 
high precipitation was at S1 and S2 (at 624 m and 1707 
m elevation respectively). This was the worst estimation 
on 22nd December. However, IDW is clearly not showing 
any reflection of predictor variables. Figure 7(f) is show-
ing that the high precipitation values were slightly shifted 
from south to north direction because of high wind speed 
at downstream and low wind speed at upstream as com-
pared to 17th December. The shifting pattern indicates that 
along with northing, wind speed is playing an important 
role in spatial distribution of precipitation in the area. 
Therefore, it can be concluded that the performance of 
Model 1 and Model 2 in spatial distribution of precipita-
tion is better as compared to IDW.

The wind speed behaviour in Figure 8 is showing 
higher values closer to shore line station (W1) and it is 

decreasing towards midstream and then increases at high 
relief station (W4). 

It is indicating the effect of distance from shore line 
on wind characteristics. In this situation, wind direction 
along with shore line can play important role in the un-
derstanding of the behaviour of wind characteristic in 
precipitation occurrence. Although, slopes did not show 
good correlation in both the models but they might de-
velop better correlation with wind direction. Therefore, 
different results of spatial distribution and magnitude of 
error strengthens the conclusion that interpolation meth-
ods should be assessed for slope and wind direction in 
mountainous regions where precipitation are being poorly 
measured. 

Conclusions

The simple threshold method for phase estimation is 
found better in terms of simple threshold assumption in 
which greater than zero precipitation is taken as wet days 
because of the typical nature of consistent precipitation in 
tropical climate throughout the year. The phase estima-
tion of precipitation improves the performance of both the 
models but Model 2 slightly performed better than Model 
1 in terms of categorical statistics. Relationship between 
precipitation and different predictor variables was shown 
the dominancy of northing in approximately all cases. 
Wind speed has shown very important role in the incre-
ment of R2 in most of the cases while easting behaviour 
was found better as compared to elevation. Although the 
area has only four wind speed stations, this might have 
resulted in lower accuracy. But since the methodology is 
general, it can be applied to any region. This shows that 
northing and wind speed plays very important role in the 
interpolation of precipitation. The overall interpolation of 
precipitation for month wise, season wise and year wise 
performance of Model 1 was better than Model 2 in terms 
of R2 and bias but both the models produce mixed re-
sults in goodness of fit assessment. The best performance 
was observed for both the models in season wise and in 
those months where precipitation was high (i.e. December 
to February and November & December). Maximum R2 

Figure 8. Average daily wind speed pattern for the whole year in the area
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value was observed for the month of December (i.e. 0.83 
and 0.77 for Model 1 and Model 2 respectively) and for 
the combined months of December to February (0.79) for 
Model 1. However, both the models overestimated pre-
cipitation but Model 2 overestimation was higher as com-
pared to Model 1. 

Spatial distribution of observed and estimated pre-
cipitation patterns of the two flooding days of December 
2014 in the area conclude that both the models produced 
zones which are validating the dominancy of northing in 
special distribution of precipitation in the area. A slight 
northing effect of wind speed in shifting spatial distribu-
tion of precipitation was also observed in Model 2. Special 
patterns from IDW shows lack of predictor variables ef-
fect on special distribution of precipitation. The overall 
results show that the northing, easting, elevation and wind 
characteristics play very important role in special precipi-
tation distribution which is a key input for hydrological 
modeling in flood risk and soil loss estimation. Whereas, 
slope neither shows good correlation nor does it affects 
the precipitation estimation. However, the effect of slope 
on the wind direction may be an important variable in 
precipitation estimation as well as revealed the behaviour 
of elevation and wind speed in the area. The results from 
this study highlight the importance of future researches 
that should include wind direction, relative humidity and 
distance from shoreline at hourly precipitation estima-
tion, as they affect the rise of air masses in this climate. 
The MLR should be compared with other methods such 
as ARMAX (Autoregressive–moving-average model with 
exogenous inputs) and Neural Networks (ANN). Further-
more, on the basis of the study, it is suggested that more 
wind characteristics station should be installed in the area 
to enhance the accuracy in calculating wind characteris-
tics variables in each grid cell of the area.
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Appendix

Table S1. Performance of Model 1 and Model 2 in dry season

Months combinations Pmean (mm/d) R2

March-September 9.8 0.26

March-August 9.7 0.27

April-September 9.6 0.12

March-July 8.0 0.39

April-August 8.1 0.22

May-September 8.5 0.25

March-June 8.1 0.43

April-July 7.8 0.27

May-August 8.3 0.24

June-September 8.5 0.26

March-May 8.1 0.42

April-June 7.8 0.28

May-July 8.1 0.30

June-August 8.3 0.24

July-September 8.6 0.19

March-April 7.9 0.50

April-May 7.7 0.25

May-June 8.3 0.34

June-July 7.9 0.33

July-August 8.4 0.15

August-September 9.1 0.18

Figure S1. The relationship between precipitation mean with northing, easting, slope and wind speed
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Figure S2. Normal P-P plots for January to December of PMLRW 1 (Model 1) and PMLRW 2 Model 2).  
Left plot for Model 1 and right for Model 2 in each column
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Figure S3. Normal P-P plots for all combinations of months for PMLRW 1 (Model 1) and PMLRW 2 (Model 2).  
Left plots are for Model 1 while right for Model 2 in each column
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Figure S4. Normal P-P plots for all years for PMLRW 1 (Model 1) and PMLRW 2 (Model 2).  
Left plots are for Model 1 while right for Model 2 in each column B


